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ABSTRACT:

Mobile mapping techniques have become a principal data source of 3D GIS, urban digital models and their applications using virtual
and augmented reality. The high productivity of such systems involves usually high constructional cost. Thus, the constructors invest
vastly in choosing high grade sensors and processors. Our choice, presented in this paper, is to simplify the design of mobile
mapping in such a way that it becomes available for a large range of applications. A mobile mapping system of minimum
requirement based on Terrestrial Laser Scanner (TLS) is presented. It can be mounted and operated by one person. The system is
presented from an analytical point of view. Integration, synchronisation, and interpolation issues are detailed. The use of 3D TLS
without any drastic modification is showed as a prototype for integrating any possible imaging sensor. The particularity of each
component of the system is taken into account while preparing data to be integrated. Since the system is supposed to operate on
whatever mobile platform, we present a fast method of precise system calibration.

Inertial navigation system augmentation techniques as magnetometers and zero velocity update do not involve high costs, so they are
used to bridge eventual GPS outage. The effect of each mode of augmentation on the final point cloud accuracy is illustrated and
compared.

The difference in geometric aspect between point clouds acquired in a stationary mode and those acquired by a mobile system yield
a change in modelling procedures. The point cloud obtained after processing the data from the current configuration has an accuracy

of = 20cm. Thus, some related modelling hints are discussed to take into account the resolution and the accuracy.

1. INTRODUCTION

The progress in the world of satellite and inertial navigation
allows further possibilities of kinematical surveying. One
important application is the direct georeferencing which is the
principal idea of mobile mapping. The term of mobile mapping
could be extended to include remote sensing applications but it
is often used to describe airborne and terrestrial mapping. The
existence of airborne photogrammetry and LIDAR has preceded
terrestrial application despite their common cost and principle
of operating. This could be explained by the need to cover large
areas by 2D maps. New requirements of full 3D spatial data
have been created by 3D GIS, cultural heritage documentation,
virtual and augmented reality. Hence, terrestrial mobile
mapping revolution has accelerated, especially in the last
decade.

Consecutive generations of mobile mapping platforms use more
and more sensors. Georeferencing Sensors are basically an
integration of Global Position System (GPS) and Inertial
Measurement Unit (IMU). The GPS has been replaced by
Global Navigation Satellite System GNSS to improve the
constellation and to insure best visibility of satellites.
Odometers and digital barometers are used also to bridge GPS
outages and lack of precision in altitude respectively. Many
algorithms are used to integrate all these sensors and to
compensate the weak points of either.

The evolution of mapping has accelerated also with the increase
of the spectral capacities of imaging sensor. The progress in
microprocessors and wireless technologies reflected directly on
mobile mapping systems especially in the synchronisation and
real time processing aspects. So, mobile mapping platforms

have become very sophisticated. They are either operated
mostly by a team of various specialities or by a system
integrator company. One can state that the mobile mapping is
one of the most interdisciplinary work. All existing systems
have not stabilized on a definitive configuration, but have a
current composition of sensors as we will see in the next
paragraph.

The aim of this paper is to present a concept of terrestrial
mobile mapping system developed in the MAP-PAGE
laboratory. Such experience could interest almost all
laboratories using a terrestrial laser scanner (TLS). One of the
basic ideas of this article is the possible duality fix/mobile of
the TLS under certain constraints.

Firstly, the hardware and connexion rules are presented; then,
necessary procedures to obtain the final point cloud are showed.
Finally the features of the acquired point cloud by TLS in
mobile mode are discussed.

2. RELATED WORK

First generation of mobile platforms has used cameras as
imaging sensors (Goad 1991), (Tao et al. 2001). GPS/INS
integration was used to provide the elements of external
orientation of the photos obtained during the mobile sessions.
Knowledge in close range photogrammety and navigation have
been combined in order to generate 3D models for hundred of
kilometres of entities adjacent to roads.

Another evolution has been introduced with the appearance of
laser telemeter since 1999, as for example in (Grife, 2007).
High accuracy and coverage was the main advantage to include
these instruments on mobile platform. Used laser telemeters
have to reach high speed of acquisition to enable mobile



2 M. Alshawa, P. Grussenmeyer, E. Smigiel

platforms to run in normal traffic speed. Laser scanning and
photogrammetry are used together because of there
complementary features; photos provide the semantic
appearance of 3D datum built from laser scanning. The
integration between the two capturing devices can go further:
(Gajdamowicz et al. 2007) has used the bundle adjustment to
obtain the position and the attitude of the camera and
consequently to recalculate the GPS/INS trajectography. This
procedure is used finally to refine the precision of final point
cloud acquired simultaneously.

Low cost mobile mapping systems are often based on digital
cameras. The reason behind this use is not only their low price
in comparison with a laser scanner, but the non gyroscopic
attitude information obtained in a photogrammetric method. In
such way, the use of inertial sensors of moderate performance
will be feasible. Moreover, (Da Silva et al. 2003) depend only
on photogrammetric operations with image pairs to orient the
CCD cameras. The system contains a GPS antenna but no
inertial unit. One of additional low coast aspects of this system
is the synchronisation; GPS position recording time is
characterised by a sound signal using the on-board laptop. The
signal is sent to the video camera making a distinct noise which
represent the GPS measurement time. (Madeira et al. 2007)
established a mobile mapping system with two CCD
progressive colour video cameras and a low cost navigation unit
composed of a single frequency GPS, a MEMS gyroscope, and
car odometer. The reached accuracy is about 1-2 m which is
sufficient for detecting traffic signs for example.

Such experiences are rarely found in the systems using laser
scanners. The absence of overlapping data in mobile laser
scanning prevents the indirect georeferencing possibility. An
external source is hence inevitable to accomplish the direct
georeferencing.

The system discussed in this paper is not aimed to be compared
with the high equipped multisensor ones, but with more simple
systems which depend on a limited number of sensors at a low
operatory cost (like the two systems described above).
Whatever the configuration of laser based terrestrial mobile
mapping, it uses 2D telemeter laser: (Abuhadrous et al. 2004),
(Hunter et al, 2006) for instance. In some exceptional case, such
as (Kukko et al.2007), 3D TLS is used but after blocking its
horizontal movement. Indeed no 3D function is used; the
scanner is practically brought to 2D one.

3. SYSTEM COMPONENTS

The current configuration of the described system consists of
three sensors (GPS, IMU and TLS). They are mounted on a
simple carriage drawn by the speed of a walking person. The
main kinematic and accuracy characteristics as follows:
¢GPS Leica® GPS1200: working in differential mode. The
used message is NMEA (GGA sentence for the
position and VTG for the speed over ground).
Sampling rate used was uniformed at 4 Hz. In the
ideal observation condition (GDOP less than 4), GPS
precision reaches 2cm in plan and Scm in vertical.
Nevertheless no quality control is used for real time
connexion requirement. Some measures could have up
to 2m accuracy;
¢ AHRS440 Crossbow®: Attitude and Heading reference
System aided by GPS. It uses MEMS (Micro-Electro-
Mechanical Systems) tri-axial magnetometer, sensor
rates and accelerometer to provide 1.5° accuracy
angle measurement. When the external GPS signal is
available, the attitude accuracy improves up till 0.5°

thanks to Kalman filter embedded on the AHRS micro
processor.

oTLS: laser scanner 3D GX DR 200+ from Trimble®: the
scan is performed vertically within 60° field of view.
The maximum range of the scanner is 200m. It can
work in non levelled (non-horizontal) mode.
Maximum speed is reached when using a single laser
shot for each measure. The last calibration yields a
distance accuracy of 14 mm at 100 m (for one shot)
and an angle accuracy of 127-14” while measuring a
single point.
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Figure 1: The Trimble® GX scanner integrated
on a mobile platform

The power of all system parts is supplied by batteries. Figure 2
shows how different components connect to each other. In view
of the low displacement speed, the use of high sampling rate is
not justified. Moreover the resolution of AHRS attitude is equal
to 0.1°.
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Figure 2: Connexion schema of different parts of the system; P:
position, V: velocity, 4: attitude, NAV: navigation message
obtained by AHRS 440 (time, acceleration, angular rates,
attitude, GPS coordinates, built in test indicator)
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4. GPS/INS/TLS DATA INTEGRATION DESIGN

Data integration in our prototype is done in post-processing.
After returning from mobile mission, we can observe three
sources of spatial data:
¢GPS coordinates recovered on GPS interior memory card
(with a control of accuracy).
eNavigation messages logged into a text formatted file (
no accuracy control is available)
ePoint cloud as coordinates measured in the local frame of
the scanner (the origin is always equal to zero and the
north is the identical to the direction of scanner
horizontal disc zero).
These data have to be involved into the following equation in
order to obtain the final georeferenced point cloud (Alshawa et
al. 2007):

ré(0) = ri (D +REWD).[R) .1 (1) +a"] Q)
where:
’f : Position of a point P in the geodesic frame;

r; : Position of a point P in scanner local frame (given by TLS

calculation module);
7y - Position of IMU in geodesic frame (given principally by
GPS at given frequency);

Rf : Rotation matrix from IMU (body) to geodesic frame

(measured by AHRS at given frequency too);
R‘f: Rotation matrix from scanner to IMU frame (to be

calculated by prior calibration);
a’: distance scanner-IMU (to be calculated by calibration too);

Equation (1) should be applied for each measure of TLS at the
instant # which imposes possessing values for each time
dependent variable in the equation at the same instant . Thus
different data have to be interpolated and synchronised before
processing them into the mathematical model. Time
independent variables are calculated by calibration prior to
processing. The next three paragraphs are devoted to operations
previous to data integration by the model given by equation (1).

4.1 Data synchronisation

The synchronisation between GPS and the inertial measures is
made by the AHRS microprocessor itself. Latency time passed
between receiving GPS satellites signals and parsing NMEA
code by the AHRS is assumed to be constant (20msec) for the
AHRS calculating module. The difference between this
constant delay and the real time needed to calculate GPS
position and velocity and to dispatch them is the first source of
synchronisation error. This error is quite negligible comparing
to the second one explained later in this paragraph.

The normal use of a TLS does not involve any timing
requirement, so scanned points have not any related date. The
solution supposed here in is to intercept data flow by means of a
network analyser and establish a relationship between the time
of data acquisition and data entry.

For this purpose we use Wireshark which is a free network
protocol analyzer. Data analysing is done simultaneously with
data acquisition by PointScape®; the software which operates
the scanner. Wireshark interface while parsing TLS data
packets is illustrated in figure 3.

71 premier. pcap - Wireshark

Fle Edb Vien Go Caphue Anshze Statistics Help
@Hﬂﬁ“\@ﬂx%&l@@*@?&l@\Qamﬁlﬁ

Eiter: [Ftp=data [ ftp.responze. code == 150

| ~ Expression... Clear apply

Ho. | Time | Protacol | trfo
32(11:09:49.612550 FTP Response: 150 Opening
33(11:09:49.613218 FTP-DATA FTP Data: 1248 bytes
34{11:09:49.613329 FTP-DATA FTP Data: 1248 bytes

36/11:09:49.613566 FTP-DATA FTP Data: 1248 bytes
37(11:09:49.614087 FTP-DATA FTF Data: 1248 bytes
38[11:09:49.614097 FTP-DATA FTP Data: 1248 bytes
40(11:09:49.614404 FTP-DATA FTP Data: 1248 bytes
41)11:09:49.614470 FTP-DATA FTP Data: 1248 bytes
43(11:09:49.614608 FTP-DATA FTF Data: 1248 bytes
44111:09:49.6147138 FTP-DATA FTP Data: 1248 bytes
46(11:09:49.614819 FTP-DATA FTP Data: 1248 bytes
45111:09:49.615036 FTP-DATA FTP Data: 1248 bytes
49)11:09:49.615053 FTP-DATA FTF Data: 1248 bytes
51111:09:49 515195 ETP-DATA ETP Data: 1748 butes

Figure 3: Communication between scanner and piloting
computer as monitored by Wireshark

A certain systematic behaviour has been stated by noting a large
number of samples of laser scanning. Indeed, the scanner sends
a FTP (file transfer protocol) demanding the creation of a
temporary file of known size. It starts then filling the file with
binary data transferred by a FTP-DATA protocol. When the
initial size of the file is reached, the scanner sends a FTP
command to delete it and to create another one. This operation
is repeated for each couple of scan line and takes about 0.01
sec. Thus, we can obtain only the final instant for each pair of
scan lines.
A linear interpolation between two successive end times over
the points measured in this interval seems to be the best
estimation (certainly, time of transfer has to be taken in
consideration). An instant is attributed for each point by this
method. Nevertheless, there remain some reasons for estimation
incertitude:
eThe movement of the rotating mirror of the scanner is
supposed regular.
eThe horizontal movement between two vertical lines is
supposed equivalent to the one between two points.
o The time of scanning the first couple of lines is estimated
as the mean of other couple scan times.
In view of the method used for the synchronisation, the
accuracy of the solution could be estimated as the time of one
column of scan (about 0.075 sec while using the velocity
maximal of the scanner). If the displacement velocity is equal to
1 m/sec, synchronisation error can cause a position error of 7.5
cm. Finally, we can state that synchronisation error has been
minimised so far. However it could be reduced provided that
one knows better the embedded electronics and control laws of
the scanner (Trimble® GX). The systematic portion is not
negligible and could be removed with several calibration tests.

4.2 Position and attitude interpolation

As explained above, the AHRS permits to couple GPS and data
obtained from accelerometers, gyroscopes and magnetometers
in order to improve the accuracy of calculated angles and
position. A simple knowledge in navigation allows to know
that the used algorithm is the Kalman filter with loosely
coupled computing method. INS mechanisation yields an
estimation which is affected by an error budget (mainly the
gyro drift). Kalman filter prediction loop runs at the same
sampling rate of the mechanisation using mathematical model
to correct the calculated values. Once a valid GPS position is
received, the correction loop runs in order to feed back the
calculated correction to the output values from previous loops.
Prediction- correction loops have not to run at the same
frequency, nonetheless, position and attitude outputs have the
same rate while no GPS outage takes place. While GPS and



INS data are coupled and synchronised, no interpolation is
needed at this stage. On the other hand, the interpolation is an
essential task when coupling GPS/INS and TLS data (as

illustrated in figure 4.)

Interpolation
——

1 1 1
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I 1 1
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| | I
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S¥nchronisatiop,

Figure 4: GPS/INS + TLS measure instants represented on a
time scale

While the AHRS is based on MEMS sensors, it suffers from a
high drift with time if no GPS signal is provided and can not
consequently compute an accurate position. Long GPS signal
absence causes thus a change in AHRS navigation message; no
position value exists and attitude angles are less accurate. In
this case, alternative calculation algorithms will be useful for
stabilising the gyro drift by magnetometers measures.
One can state that the aim of the interpolation is to densify
navigation measures to meet those of the scanner and to bridge
GPS outages. In order to resolve the former, a simple linear
interpolation is sufficient and curve fitting method is used for
the latter.
(Nassar et al., 2007) advise using Kalman filter smoothing
method to overcome GPS blockage. This method imposes a
prior knowledge of error model used by the AHRS in real time
integration. The use of the same model but in backward
direction in post treatment ensure a higher accuracy while GPS
blockage bridging.
While no information about Kalman filter used by AHRS is
available, Polynomial curve fitting method is preferable at this
stage of research. The method expresses each coordinate as n

order polynomial function of time:
@

Zk j
X = a.t
j=0 " J

Where, a; are the coefficients which are sought for.

For n measures, Vandermonde matrix V' and vector b are

formed as following:
n no g
n Zi:l l; Zi:l 4
n no 9 nok4 n
V= Zi:l 4 Zi:] i i=1 i b= i=1 1%,

"ok zn ko Zn 2% Z" K
Zi:l 4 il il il %

The least square solution of the formula V.g = b is given by:

a=V"wry'(v'wo)

Z:’:l t
3)

“

Where W is the weight matrix whose elements could be
concluded coordinates quality control v (recovered from GPS
memory support).

W =diag(1/v, 1/v, 1/v,) (%)
After obtaining the coefficient values, one can substitute
instants of each laser scanning point in equation (2) to calculate
the related coordinate.

M. Alshawa, P. Grussenmeyer, E. Smigiel

While all GPS coordinates are taken into account, whatever
their precision, it is preferable to tolerate the conditions which
constraint the acquisition (GDOP, Signal-to-noise ratio).

Figure 5 shows the result of horizontal interpolated coordinates
using a polynomial of degree 13.

— Interloped path

<% GPS measured points

Figure 5: Bridging GPS blockages by interpolation

Though preferable scanning time corresponds usually to a
minimum traffic, pre-planning mobile mission by studying the
availability of satellites optimises obtained results

4.3 System calibration

The aim of this operation is to determine the parameters of
transformation from scanner to IMU frame. Calibration
computation is done, in general, in a static mode (Talaya et al.,
2004) for example). Recognisable targets by the scanner are
placed on 3 previously surveyed points. Then they are scanned
by the system fixed in place.

Rotation angles from local scanner frame to the geodetic one
could be calculated by one of the methods of estimating 3-D
rigid transformation explained in (Lorusso et al. 1995). Only
the angle about the axes Z could be verified by comparing it
with the value given by Pointscape®, the software which drives

the scanner (Figure 6).

Target 1 Target2
a

f

Scanner

Target 3

Figure 6: Simplified schema of the scanner and targets position
(left), computing of one of three calibrating angles in the
horizontal plane (right). yy. is the averaged measured yaw by
the AHRS440, HA: calculated orientation of scanner frame. k:
calculated calibration value

In the same time, The AHRS is switched many times in order to
obtain drift-free angles measures. It is stabilised by the GPS and
the condition of no motion is inteorated in the calculation



Integration of a TLS in a Low Cost Mobile Mapping System 5

Subtracting the two triplets of angles yields directly the Euler
rotation angles between scanner and IMU frames. Rotation
matrix R, is calculated and saved to the mathematical model.
Subtraction scanner coordinates from GPS coordinates yields
the precise vector from the centre of phase of antenna to the
centre of sensor laser, which is another value to save with the
model.

In order to verify rapidly calculated values, the mobile platform
is placed in another fixed position. The scanner is operated
according to its initial workflow (position determined by
intersection), and then a point cloud is obtained. The
georeferencing parameters are removed in order to have the
point cloud in local scanner coordinate frame. Applying
equation (1) results in another point cloud computed in mobile
mode. The comparison between the two point clouds using ICP
registration gives 2-3 cm error. It is possible to consider this
value equivalent to calibration error.

5. AUGMENTATION TECHNIQUES

AHRS440 offers two augmentation methods beside GPS/INS
integration. They do not involve a high cost and can change the
navigation results remarkably.

e Using magnetometers: The navigation by magnetometers
is usually less accurate than other techniques, but it is
more stable and does not suffer from drift. So, using
magnetometers is an important solution especially
while GPS blockage. The main concern is not so
much the surrounding environment but the mounting
location on the vehicle. Most cars and trucks have a
lot of steel and as a result the use of magnetometers is
not possible. If one has a good mounting location,
their use is possible as long as driving into
warehouses or very close to large steel structures does
not take place. In order to take into account the
magnetic field effect of other system components, a
prior standard calibration has to be done. Generally,
the augmentation by magnetometers reduces random
errors but could yield systematic ones. It is preferable
if a verification support is available (CAD plane for
example).

eStationary yaw lock: this feature monitors GPS velocity
and essentially locks the heading value when the
speed falls below a given threshold. As a result,
heading errors normally associated with GPS track at
low speed are not seen. It is very useful in our case
because the GPS grade is higher than the INS one;
consequently its measures have to be taken into
account with certain interest. This configuration could
be considered as extension of the zero velocity update
(ZUPT). The difference is employing a threshold
instead of zero and depending on GPS heading rather
than using the heavily accelerometer feed back to
stabilize the gyro drift. Stationary yaw lock is
preferable when satellites constellation is favourable.

Using both techniques together could perturb the algorithm
functionality while choosing attitude correction source. Their
effect could be monitored mainly by observing the change of
yaw angles (about the vertical axis).

6. MOBILE POINT CLOUD

Mobile missions have to be done in go and back mode because
of the one-side scan capacity of Trimble GX scanner. Walking

speed has to be harmonised with that of scanner acquisition to
obtain the needed resolution. In fact, these velocities affect
almost only the horizontal resolution of point cloud. Vertical
resolution is determined by user prior configuration allowed by
Pointscape®.

TLS makes horizontal rotation during the displacement of the
mobile platform. So, one can continue scanning while the
incidence angle of laser beam in the object is satisfactory. We
prefer usually having a small horizontal turning, related to short
duration horizontal field of view, rather than large horizontal
rotation of the scanner. This could be explained by the desire to
obtain a point cloud with a homogenous incidence angle as
shown in figure 7. The figures below show the result of
scanning one part of a boulevard in Strasbourg by means of our
mobile system. Figure 7a shows the raw point cloud as
measured from the TLS before processing. The resulted point
cloud after applying operations explained in (4.1, 4.2, and 4.3)
is showed in 7b.

Figure 7: a: the raw point cloud in the local scanner reference
frame. b: processed point cloud

Figure 8: Perspective overall view of the scanned boulevard

6.1 Quality assessment

Mobile scanning accuracy could be quantified better by
comparing it with a point cloud obtained by a static TLS or with
CAD plans. The most used method is to compare some known-
coordinates target points obtained by a tacheometric with
mobile scanning methods.

The choice made is to compare mobile mapping point clouds
with an airborne LiDAR one, regarding density and accuracy
consistency. The used LiDAR point cloud has been obtained by
a TopScan (Optech ALTM 1225) scanner at a density of 1.3
point/m? and an estimated accuracy of £15cm. Mobile point
cloud horizontal resolution is lower than the vertical one
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because of the scanner behaviour. It is equal to 10-15 cm on the
scanned object.

Overlapping Lidar and mobile mapping point clouds (figure 8)
gives a good index of absolute and relative mobile scan
accuracy when expressing both data in the same coordinate
frame.

Figure 8: Overlay of airborne LiDAR (black) and mobile
mapping point cloud (blue)

It could be seen clearly that the overlapping zone is very
limited. Nevertheless, some cross-sections in the common zones
could be drawn (gabled roof areas for example). Figure 9 shows
a vertical section of 20 cm thickness in an overlapping zone.
Fitting 2D straight line segments to each data set and comparing
each line pair gives 32 cm as maximum distance error and about
2° as maximal direction error. Comparing many vertical
profiles shows that the imprecision comes, in first place, from Z
error. This could be explained by the GPS poor vertical position
accuracy.

Figure 9: Vertical cross section in overlapping zone (black:
airborne data, blue: mobile data)

Comparing building footprint from LiDAR and mobile
scanning allows assessing planar coordinates and the effect of
system heading accuracies. Linear segment comparing gives
also a distance maximal error of 35 cm and a direction
difference maximal of 2.9 deg. This result emphasizes on the
important effect of low grade heading detectors used in the
system.

6.2 Modelling process

Mobile mapping point cloud is affected by a budget of random
errors from GPS, INS, TLS measurements and synchronisation
error. These errors reflect directly on the relative precision of
resulted point cloud. On the other hand, the resolution is not

often homogeneous. It varies not only as function of the
distance from the scanner to object but also of the velocity and
the heading of mobile platform.

These two reasons make the modelling procedure less accurate
if usual methods (as those used for static laser scanning) are
applied. Hence, the interaction of user is necessary. Considering
architectural knowledge to introduce geometric condition in the
modeling process could be useful.

One possible enhancement of the 3D topology of mobile point
cloud is to impose 3D break lines while meshing process. The
constrained meshing by straight lines obliges 3D triangles to
have one or two summit on this line (figure 10). This operation
could product some tinny triangles around the constraining line,
so one can reproduce the mesh from triangle vertexes instead of
initial point cloud. An alternative solution could be obtained by
a simple smoothing around inserted break lines.
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Figure 10: Introduced break line (left) and its effect on the mesh
reorganisation (right)

While the point cloud is acquired from a known path, 2D
meshing could yields as good result as 3D one. Points have to
be projected on a surface containing the effected path and
perpendicular on the scan direction. Delaunay triangulation is
done between projected points but the final tessellation is done
in 3D using the initial points. This method produces simpler
meshing which enables more flexibility for further treatment
especially from a storage size point of view.

6.3 Results

The example shown herein is a portion of a point cloud
acquired at an average velocity of 0.5 m/sec. The vertical
resolution was fixed at 20 cm at a distance of 100 m and the
horizontal one was tenth of this value. Scanning frequency was
about 500 point/sec using 4 laser shots (higher scan speed can
be achieved using one shot).

The travelled path suffered from few GPS blockages equivalent
to 2-3m. About 90% of GPS measured coordinates have a
precision which goes below Scm, the precision of the remaining
points reaches 80 cm. Curve fitting results an estimated mean
square error of £13 ¢cm while interpolating GPS signal absences.
Magnetometers aid was used to stabilise inertial measurement,
such configuration yields 1° error without external GPS aiding
for 10 sec.

The final error of mobile point cloud is calculated for each
point by applying the error model showed in (Alshawa et al.
2007). In present example, we state a mean error of £20 cm.
The lack of precision has to be considered in the context of
mobile mapping. The total time of mobile scan is remarkably
less than the one needed for a classical use of a TLS (about 20
times less).

Figure 11 shows the resulted point cloud and a constrained
meshing as an example of possible modelling. The tessellation
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is done in a 2D plan almost normal to scan incidence angle and
containing the travelled path.

i
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Figure 11: Possible mesh driven from a low resolution mobile
mapping point cloud

7. CONCLUSION AND FUTURE RESEARCH

In this paper, a prototype of mobile mapping system based on
TLS was presented. The main purpose of this work was to set
out and initialize the system operation requirements and to
provide some results which will be the starting point of further
experiments. The reached accuracy is comparable with that of
other surveying sources as aerial photogrammetry and LiDAR.
Transforming a fix terrestrial laser scanner into mobile one has
proved to be feasible. The difference in accuracy between our
system and the commercial ones is related to the instruments
and hardware in the first place. Any enhancement (especially
for inertial sensors) would be reflected directly on final point
cloud accuracy.

Knowing the own navigation algorithm of the AHRS, control
commands and connexion protocols of the TLS will certainly
improve the operation and computing methods. While these
data are generally industrial confidential, we have to suppose
some hypotheses and seek for the best one.

Replacing GPS antenna by a GNSS one makes the outages
shorter and enhances consequently the interpolation accuracy as
well as the heading angle precision. We intend also to add a
camera as another mapping sensor in order to texture the
resulting models and to have some additional data which could
be contribute in accuracy enhancement.

The obtained accuracy, though not comparable with the
theoretical one of a fix TLS, is widely justified by the high
productivity of the system. Besides, the paper has highlighted
the potential improvement in the accuracy one can expect. The
future work will be based on these points.
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ABSTRACT:

Since 3D city models need to be realistic not only from a bird’s point of view, but also from a pedestrian’s point of view, the interest
in the generation of 3D fagade models is increasing. This paper presents two successive algorithms for automatically segmenting
building fagades scanned by Terrestrial Laser Scanner (TLS) into planar clusters and extracting their contours. Since majority of
fagade components are planes, the topic of automatic extraction of planar features has been studied. The RANSAC algorithm has
been chosen among numerous methods. It is a robust estimator frequently used to compute model parameters from a dataset
containing outliers, as it occurs in TLS data. Nevertheless, the RANSAC algorithm has been improved in order to extract the most
significant planar clusters describing the main features composing the building fagades. Subsequently, a second algorithm has been
developed for extracting the contours of these features. The innovative idea presented in this paper is the efficient way to detect the
points composing the contours. Finally, in order to evaluate the performances of both algorithms, they have successively been
applied on samples with different characteristics, i.e. densities, types of fagades and size of architectural details. Results are

satisfactory and confirm that both algorithms are reliable for forthcoming 3D modelling of building facades.

1. INTRODUCTION

There is an obvious need for creating realistic geometric models
of urban areas for many application fields, such as virtual
reality, digital archaeology, urban planning or GIS data bases.
Therefore, the automatic reconstruction of these kinds of 3D
models is of primary importance. Recently, due to its precision,
reliability, degree of automation, processing speed and easy-to-
handle functionalities, Terrestrial Laser Scanner (TLS) has
become one of the most suitable technologies to capture 3D
models of complex and irregular building facades. Indeed,
based on LIDAR technology, this instrument allows recording
of 3D objects in detail and produces a set of 3D points called a
point cloud. Through their practicality and versatility, this kind
of instruments is widely used in the field of architectural,
archaeological and environmental surveying today.

Unfortunately, although techniques for the acquisition of 3D
building geometries via TLS have constantly been improved, a
fully automated procedure for constructing automatically
reliable 3D building models is not yet in sight. This is due
essentially to the difficulties of exploring directly and
automatically valuable spatial information from the huge
amount of 3D data. Thus many post-processing operations must
be performed before accessing to reconstruction of a reliable 3D
model. One of the most important operations is the
segmentation. It is often prerequisite for subdividing a huge
number of points into groups of points with similar properties.
To deal with this subject, it is assumed in this research work,
that the most prominent features of fagade components are
planar. The second and following operation is the extraction of
contours based on these planar clusters. In this work, a contour
means the set of points composing the perimeter of a planar

cluster. Generally, this operation precedes the construction of
the vector model.

The goal of this paper is twofold. Firstly, it aims with the
automatic segmentation of TLS data into a set of planar clusters.
This is achieved by applying the adaptive RANSAC (Random
Sample Consensus) algorithm. Improvements are proposed
here, in order to make the algorithm more efficient. Secondly,
this paper presents a new algorithm for detecting and extracting
planar clusters contours.

2. RELATED WORK

Over the years a vast number of segmentation methods dealing
with the extraction of surfaces from laser data have been
proposed. Most segmentation techniques have been developed
on airborne laser data, i.e. based on 2.5D data or image data
(Masaharu and Hasegawa, 2000; Geibel and Stilla, 2000), but
rarely on 3D data directly. Point clouds obtained by TLS are
truly 3D, especially when several scans are registered and
merged. Converting such point clouds into a 2D grid would
cause a great loss of spatial information (Axelsson, 1999;
Gamba and Casella, 2000).

Some efficient algorithms developed initially on airborne laser
data are suitable to TLS data. For instance, the works of (Pu and
Vosselman, 2006; Stamos et al., 2006; Dold and Brenner, 2006;
Lerma and Biosca, 2005) use extended region growing
algorithms for extracting planar surfaces and fagade features.
Also (Miao and Yi-Hsing, 2004; Schnabel et al., 2007) propose
an octree split-and-merge segmentation method to segment
LIDAR data into clusters of 3D planes. Problems of techniques
involving the merging operation are that the initial seed regions
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have a great influence on the final region. Moreover it is often
difficult to decide if a region can further be extended, especially
in case of noisy data. An extension of the basic region growing
principle is the recover-and-select paradigm that has been
introduced by (Leonardis, 95). In this approach several seed
regions grow independently and result in potentially
overlapping clusters. This extended approach often delivers a
superior segmentation but still suffers from problems with noisy
data.

In computer vision, two widely known methods are employed
for shape extraction: the RANSAC paradigm (Fischler and
Bolles, 1981) and the Hough transform (Hough, 1962). Both
have proved that they successfully detect geometric primitives
even in presence of a high proportion of outliers. However, the
Hough transform is applied mainly in 2D domain, when the
number of model parameters is quite small. (Tarsha-kurdi ef al.,
2007) applied both algorithms for automatic detection of 3D
building roof planes from airborne laser data. After an analytic
comparison of both algorithms in terms of processing time and
sensitivity to point cloud characteristics, this study shows that
RANSAC algorithm is also more efficient in airborne laser data
segmentation than a Hough transform.

On the other hand, the RANSAC algorithm is widely used as
robust estimator of model parameters (Matas et al, 2002).
Moreover, the RANSAC algorithm is opposite to that
conventional smoothing technique: Rather than using as much
of the data as possible to obtain an initial solution and then
attempting to eliminate the invalid data points, RANSAC uses
as small an initial data set as feasible and enlarges this set with
consistent data when possible.

Its robustness to noise and outliers renders RANSAC as a
suitable choice for performing shape detection on real-world
scanned data. Indeed, (Bauer et al., 2005) have used RANSAC
successfully to extract the main fagade planes from a very dense
3D point cloud. Nevertheless, this point cloud has been obtained
through image matching and was not captured by TLS.
(Schnabel et al, 2007) take advantages of the favourable
properties of the RANSAC paradigm for detection of shapes
such as planes, cylinders, spheres and torus in point clouds.
Also (Tarsha-kurdi ef al., 2008) used successfully the RANSAC
algorithm for automatic detection of building roof planes from
airborne laser data. Applied on facade segmentation,
(Boulaassal ef al., 2007) showed that a sequential application of
RANSAC allows automatic segmentation and extraction of
planar parts. The obtained results proved that this algorithm
delivers promising results. Nevertheless, some improvements
and corrections are necessary in order to make the algorithm
more efficient for segmenting building fagades captured by
TLS.

3. DESCRIPTION OF TRIMBLE GX LASER SCANNER

Data sets used in this study have been acquired by a Trimble
GX laser scanner (Figure 1). It uses time-of-flight measurement
technology that is based upon the principle of sending out a
laser pulse and measuring the time taken for the backscattering.
Then the range distance between scanner and target is computed
and combined with angle encoder measurements in order to
provide the three-dimensional location of a point. Some
technical specifications of this laser scanner are depicted in
Table 1.

Figure 1: Trimble GX laser scanner

Technical specifications
Distance accuracy 7 mm at 100 m
12 mm at 100 m
60 prad (Horizontal)
70 prad (Vertical)
3 mm at 100 m with no restriction

Position accuracy

Angular accuracy

Grid Resolution

over 360° on number of points in a scan
Spot size 3 mmat 50 m
Speed up to 5000 points per second

Table 1. Technical specifications of Trimble GX laser scanner

4. EXTRACTION OF PLANAR SURFACES USING
ADAPTIVE RANSAC ALGORITHM

The adaptive RANSAC algorithm suggested by (Hartley and
Zisserman, 2003) is used here in order to detect and extract
planes describing planar parts of the facade. Contrary to the
basic RANSAC approach introduced by (Fischler and Bolles,
1981), the adaptive RANSAC determines the number of
samples adaptively. Indeed, the fraction of data consisting of
outliers is often unknown. Therefore, the algorithm is initialized
using a worst case estimate of outliers. This estimate can then
be updated as larger consistent sets are found. Thereof, the fact
of probing the data via the consensus sets is applied repeatedly
in order to adaptively determine the number of samples. This
operation is repeated for each sample, whenever a consensus set
with a fraction of outliers lower than the current estimate is
found. In this way, the number of iterations can be reduced
considerably. Consequently, the improvement brought by
adaptive RANSAC algorithm lies in the reduction of processing
time, compared to the basic approach. Pseudo-code and more
details about the adaptive RANSAC approach can be found in
(Hartley and Zisserman, 2003).

5. SEGMENTATION OF FACADES INTO PLANAR
CLUSTERS

The adaptive RANSAC algorithm is applied to extract all
potential planes in form of planar clusters. As explained in
(Boulaassal et al., 2007), the algorithm is applied sequentially
and removes the inliers (valid points) from the original dataset
every time one plane is detected. To determine the points
belonging within some tolerance to the given plane, the
Euclidian distance between each point and a plane is calculated.

In reality, data acquired by TLS are not immediately compatible
with mathematical models. In other words, no planar walls, no
straight edges and no right angles are directly provided in the
digital model provided by the point cloud. Moreover, the raw
cloud acquired by TLS has a thickness which is usually
generated by noise coming from the surface roughness, the
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object colours, the TLS resolution capacities and the registration
operation. Therefore, to detect planes representing planar facade
components, a tolerance value describing the authorized
thickness around a plane is imposed. The planes are thus
described by planar clusters having some specific thickness.

Obviously, the quality of detected planes depends strongly on
the tolerance value chosen as input. Thus, the setting of such
threshold must be carefully chosen. In practice the distance
threshold is usually chosen empirically as it is the case in this
study. However, after (Hartley and Zisserman, 2003), this value
may be computed if it is assumed that the measurement error is
Gaussian with zero mean and a given standard deviation.

On the other side, the quality of planes is also related to the
architectural complexity of the fagade. In some cases, the
RANSAC algorithm has some drawbacks which make it less
efficient to obtain perfect results. Some of these problems are
summarized in the next part.

5.1 Problem statement

In most cases, applying the adaptive RANSAC algorithm
sequentially enables detecting all potential planes. But an
important problem is encountered when these planes (walls,
slabs, beams...) are intertwined (Figure 2). Indeed, when points
of the best plane (the first one extracted) are withdrawn from
the dataset, they cannot be affected, afterwards, to another
plane. So if the first detected plane is not concerned by this
problem, the others may be influenced and deformed by losing a
considerable number of points already extracted by the first one
detected. Indeed, affectation of those points to one plane or to
another is depending on the chronological order in which the
planes are detected.

To illustrate this problem, Figure 3 presents an example of
intertwined planes extracted from point cloud describing the
building fagade shown in Figure 2. In this example, the plane
depicting the wall plane (red one) was extracted firstly because
it contains a large number of points. Consequently, it takes into
account all points fulfilling within some threshold the flatness
criterion, independently of any architectural constraint.

The points taken by the wall plane although they belong
practically to other planes are drawn (in red) on the roof plane
(in dark green), on the beam plane (in blue) and on the slab
plane (in light green). To alleviate these defects, an algorithm
aiming to optimize planes has been developed.

Roof Beams

Figure 2: Example of a complex fagade building
composed of intertwined planes
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Figure 3: Example of misclassification due to chronological
plane detection.

5.2 Algorithm for optimization of detected planes

In order to improve the planes resulting from the adaptive
RANSAC algorithm and to make them reliable for the next step
of 3D fagades modeling, an optimization is required. Figure 4
describes the workflow of the developed algorithm and is
detailed in following sections.

[

Planes extracted by adaptive
RANSAC algorithm

Optimization
Each plane recovers the points
lost during sequential process

Determination and classification
of intersection points

Optimized planes

\/

Figure 4: Workflow of the improvements brought to planes
extracted by adaptive RANSAC algorithm

5.3 Processing steps for planes optimization

After extracting principal planes by the adaptive RANSAC
algorithm applied sequentially, the parameters of each plane are
known. Based on these parameters, the Euclidian distances
between all points in the raw data and each plane are
recalculated. In this way, points belonging to each plane are
determined from the whole data and independently of the
chronologic order in which the plane has been detected. After
this improvement, previously lost points are retrieved and
assigned to their corresponding plane. At this stage, it is
necessary to recomputed plane parameters. Figure 5 illustrates
the efficiency of the improvement. Figure 5a shows a plane
before correction, i.e. with lack of points and Figure 5b after
correction.

On the other hand, contrary to the planes produced sequentially
by the adaptive RANSAC algorithm, the corrected ones may
have common points lying for example along the intersection
line between two planes. These points will be called intersection
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points. To be more accurate, it is necessary to detect and affect
the intersection points to their right plane.

a) b)

Figure 5: Detection of points belonging to a plane;
a) before correction; b) after correction (red points are
retrieved)

5.4 Detection and classification of intersection points

Let’s formulate a set of N planes by {PL;; PL,...PLy}. Each
plane PL;with i>]....N, is defined by a set of 3D coplanar points
and it corresponds to a planar surface on building fagade. The
intersection between two planes PL; and PL; with i#j exists if
and only if they have at least one common point.

Once the intersection points determined, they must be affected
to their right plane. To do this an algorithm of classification is
developed. Let’s denote /=PL,NPL; with i# the intersection
points. C; = (PL-I) is the complement of / in PL; and
Cj= (PL;-I) the complement of I in PL,. The principle of this
algorithm is based on the membership priority of each point
according the proximity criterion. Indeed, the distance between
each point of / and points of both complements Ci and C; are
calculated. Then the point is affected to the nearest one. This
operation is repeated for all planes having intersection points. In
this way, each point is assigned to its right plane. Therefore, the
final planes are optimized. Since the number of points
describing the intersection is relatively low, the time required
for this processing remains negligible. Through this operation,
not only the planes become suitable for the following 3D
modelling, but also the definition of topological relationships
between different planes is facilitated. Figure 6 shows the
corrected planes corresponding to those depicted in Figure 3.

«

Slab plane

Wall plane

Beam plane

Figure 6: Effect of the improved algorithm on the planes
shown in Figure 3

5.5 Application of the improved segmentation algorithm

To test the efficiency of proposed approach, the algorithm has
been applied on several point clouds, captured on different types
of fagades. It is important to underline that the coordinates X, Y,
Z are the only information used as input in this process. Fagades
considered in these samples are different regarding their
architectural complexity as well as the type of their components
(wall, balconies, beams, windows...etc.). Samples have also
different characteristics regarding their density and the number
of points composing each point cloud.

For instance, Figures 7 shows segmentation results of various
building facades composed of features of different architectural
complexities (Figures 7a, 7b, 7c and 7d). Each colour represents
a plane describing a planar cluster.
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d)

Figure 7: Results of the application of the improved
segmentation algorithm on different building fagades

As shown in Figure 7, the adaptive RANSAC algorithm
optimized by the presented improvements provides satisfying
results. The quality of segmentation may be slightly different
from a data set to another depending on the characteristics of
each building fagade and each point cloud. Indeed, the results
are better in the two first examples (Figures 7a, 7b); because the
fagades are entirely composed by planar surfaces and they have
a simple architectural description. On the other hand, the last
two samples (Figure. 7c, 7d) are composed of more than one
fagade. Thus, more time is needed to handle the huge amount of
points. Moreover, their architectural description is more
complex. Nevertheless, these results are widely sufficient for
the forthcoming step, i.e. the extraction of feature contours.

6. EXTRACTION OF CONTOUR POINTS
6.1 Principle of the contours extraction algorithm

Once planar clusters are extracted by the developed
segmentation approach, the extraction of their contours is
carried out. To achieve this step, an efficient algorithm based on
Delaunay triangulation has been developed.

Before triangulation, a new coordinate system defined in the
planar cluster is determined. For this purpose, a Principal
Components Analysis (PCA) is calculated based on the points
of the planar cluster. The coefficients of the first two principal
components define vectors that form an orthogonal basis for the
plane. The third one is orthogonal to the first two, and its
coefficients define the normal vector of the plane. In this
principal component space, new coordinates (Xpew, Y newsZnew) Of
points are calculated from the original ones (Xigin, Y origin»Zorigin)-
The variance according to the third component (Z,.,) is
negligible, therefore we consider only the first two coordinates
(Xews Ynew) 1in the Delaunay triangulation (Figure 8).

At this stage, the main new idea exploited in this algorithm is
based on the hypothesis stipulating that contour points belong to
the long sides of Delaunay triangles. Figure 8 shows that long
sides are at the boundaries (wall contour and windows
contours).The contour points are the extremities of the long
sides. Therefore, lengths of all triangle sides are calculated and
sorted in ascending order (Figure 9).

Figure 8: Delaunay triangulation of a point cloud captured on a

building fagade
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Figure 9: Curve of lengths of triangle sides resulted from
Delaunay triangulation and zoom on the point fixing the
threshold (threshold value set at 0.1m here)

Two classes of side lengths can be distinguished in Figure 9.
The first one contains short sides that are located on the
horizontal part of the curve. The second one contains long sides
that are represented by the vertical part of the curve. In reality
the number of points belonging to the contour should be
negligible compared to the total number of points. It is
confirmed by the curve in Figure 9, since the vertical part of the
curve concerns only a few sides, i.e. a few triangles.

In order to implement this hypothesis it is necessary to
determine the threshold separating the two classes. Typically,
this value can be determined around the point P where the
curvature is changing (see zoom in Figure 9). This value means
that the extremities of triangle sides which length exceed 0.1m
are considered as contour points.
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In order to test the efficiency of proposed extraction algorithm,
it has been tested over many samples. Some results are
presented and discussed in following paragraph.

6.2 Application of the contours extraction algorithm

To validate the algorithm developed here, it has been applied on
various planes resulting directly from the segmentation
approach presented above. Planes tested are of different
characteristics (point densities, total number of points, different
architectural details). Figure 10 shows contour points extracted
from a simple and successfully segmented plane.
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Figure 10: Example of a simple plane; a) plane obtained with
segmentation algorithm; b) contour points obtained by
extraction algorithm

One important advantage of this algorithm is to be able to
extract automatically and simultaneously not only the outer but
also the inner contours. Figure 12 and 15 illustrate this
advantage through an example of plane containing outer
contours (wall) and inner contours (holes like windows).

Moreover, the algorithm is able to detect the contours of
architectural elements. For instance, the contours of thin
elements such as transoms and mullions of windows are well
extracted (Figure 12). The algorithm has also been tested on
planes containing decorative architectural details (Figure 16).
Despite of a high level of details like ornaments, the algorithm
gives satisfactory results (Figure 17). Even in the case of
destroyed fagades like the walls of a medieval castle Andlau,
the developed algorithm is able to detect windows. Therefore, if
the quality of data and their segmentation is good, the algorithm
can successfully be applied simultaneously on large and small

details.

Figure 12: Outer and inner contours detected by the contours
extraction algorithm applied on the plane depicted in Figure 11

Figure 13: Partial point cloud of the castle of Andlau (RGB
colored)

Figure 14: Segmentation results for the point cloud shown in
Figure 13

Figure 11: Plane detected by the segmentation algorithm.

Figure 15: Outer and inner contour points detected by the
contours extraction algorithm



14 H. Boulaassal, T. Landes, P. Grussenmeyer

Figure 16: Plane detection for a fagade containing decorative
details

Figure 17: Contour points extracted from the fagade depicted in
Figure 16

Figure 18 gives an example of a building composed of adjacent
fagades after application of the segmentation algorithm. Figure
19 shows the contour points extracted by the extraction
algorithm. Two major advantages of the developed algorithms
are illustrated here. Firstly, the two algorithms applied

successively allow reducing the volume of points. Indeed, only
points belonging to the contours are kept. Thus, the main
structure of the facade is already emphasized (Figure 19).

Figure 18: Adjacent fagades segmented into principal planar
surfaces and features

Figure 19: Contour points of planar surfaces lying in the
adjacent facades depicted in Figure 18

Secondly, these contour points simplify the work of user
especially for the production of CAD models of a fagade.
Hence, manual or automatic digitizing is even easier in such a
simplified cloud than in the whole cloud. Consequently, it
allows an important gain of post processing time.

7. CONCLUSION AND FUTURE WORK

The work presented in this paper has reached the two objectives
set at the beginning. Firstly it enables the automatic extraction
of planar surfaces from building fagades captured by TLS.
Secondly, it achieves the extraction of contour points
composing the boundary of each plane in order to be used
afterwards in the 3D modelling. For this purpose two algorithms
have been developed and presented in this paper. Their
efficiency has been tested on several point clouds and several
fagade types. Their contribution to building fagades has been
discussed and analysed.

The first algorithm is derived from adaptive RANSAC
algorithm and has been applied in a sequential mode in order to
extract all potential planes and to handle efficiently the number
of samples. Improvements were necessary, since several points
are lost during the detection. Thus, corrective operations aiming
to define valid points of each plane have been implemented.
Several experiments have shown that the corrections were
successful.

The second algorithm presented in this study aims with the
extraction of the contours of planes resulting from the previous
segmentation. This extraction algorithm relies on Delaunay
triangulation. The innovative idea consists in analysing the
length of the triangle sides in the whole triangulated network.
This algorithm has been tested and applied to many samples
with different characteristics. It often proved its efficiency for
contour extraction.

The future work will exploit the results obtained by these two
algorithms for the automatic reconstruction of planar features in
building fagades (CAD models). Therefore, it constitutes a real
step for forthcoming automatic 3D modelling of building
fagades.
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ABSTRACT:

The identification, spatial distribution and areal quantification of building surface type are of interest in Cultural Heritage. Such
information is typically gathered from on-site inspection or from photography. Both methods can be time-consuming and expensive,
particularly where large numbers of buildings are involved, for example compiling a regional inventory. Frequently, such
information is required in addition to geometry to more fully describe a building. The objective of this research is to develop and test
algorithms for the semi-automatic extraction of building surface type from terrestrial laser scanner-acquired data.

This paper details the approach of using backscattered laser intensity with red, green, blue digital components from a terrestrial laser
scanning system for a supervised classification routine. Results are presented on 3 different building fagade s varying in complexity
along with an overall accuracy assessment on each fagade. Experimental results show that the proposed approach can be successfully
executed as a semi-automatic surface extraction tool in cultural and heritage conservation.

1. INTRODUCTION

Terrestrial laser scanning (TLS) has established itself as a
significant technology for recording and documenting artefacts
within the realm of Cultural Heritage. Using TLS, large
volumes of spatial data can be collected rapidly and with
relative ease. Applications of TLS have not been confined to
Cultural Heritage but have included areas such as archaeology,
forensics, landform evolution and surveying.

Many commercially available TLS systems act as active
sensors, collecting in addition to the geometrical information
the intensity of the backscattered laser light that is used to
determine the range to the object. In addition to calculating
range information and recording backscattered laser intensity,
commercial scanners may also record a digital colour image of
the object comprising red, green and blue (RGB) channels. The
intensity of the returning laser light is a function of geometrical,
physical and environmental conditions. If the geometrical and
environmental influences on the returned intensity can be
controlled the physical influences potentially offer a
considerable insight into the attributes of the surface under
examination. This work proposes that classification algorithms
can be used to accurately differentiate surfaces by analysing the
red, green blue channels from the digital camera with the
incorporation of the intensity of the returned laser signal. By
leveraging the RGB information of the camera with the laser
intensity it is possible to transform these datasets into bands
similar to a remote sensing application. Remote sensing image
analysis algorithms are particularly effective when they are
based on multispectral images. A similar methodology can be
extended for use with TLS data. In effect, the terrestrial laser
scanner operates as a multi-spectral sensor, using the RGB and
the backscatter laser radiation, allowing surface type to be
extracted from terrestrial laser scanner data. A surface
classification capability would add value to this maturing

technology for the surveying and documenting of objects within
Cultural Heritage.

Surface classification is not novel concept and is constantly
under investigation with the emergence of new thematic
sensors. Early work in surface categorisation e.g. Neush and
Grussenmeyer (2003) centered on extracting surface features
from digital images. The authors noted that a digital camera is
indeed a narrow-spectral sensor and analysed the possibility of
quantifying surface types using digital images.

The majority of work classifying point clouds has focused on
the development of routines to extract primitive geometry
elements from scans such as planes, edges and lines e.g. Belton
et al., (2006). Classification routines (Lichti, 2005) within point
clouds have been demonstrated in the differentiation of
object/surface types. This research outlined how thematic class
labels were assigned to data points in the point cloud in essence
assigning an informational type to the point. Laser scanning
systems are not restricted to using a digital camera as a
multispectral tool, multispectral laser scanning systems are
currently being developed (Hemmleb et al., 2006). This
particular system contains four independent laser modules that
are used to detect damage on building surfaces by using a
supervised classification routine to ascertain regions of variable
moisture content.

Research in analysing backscatter laser light has been extensive
in the preceding years with a number of groups from various
backgrounds contributing to the field, for example Ellis et al.,
(2002) and Ruiz-Cortes & Dainty (2002). This has led to new
approaches of extracting information from the backscattered
intensity, for example in remote sensing derived correction
models for the backscattered intensity e.g. Jutzi et al., (2003),
Thiel & Wehr, (2004) and Hofle & Pfeifer, (2007). Previous
research has mainly focused on airborne laser scanning but
similar principles could also be applied to TLS in deriving
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mathematical models that approximate the amount of
backscatter laser intensity returned to a scanner. Most of the
research work with TLS has focused on geometric accuracy e.g.
Lichti, (2007) and Reshetyuk (2006). Exploratory work in
ascertaining the factors that effect backscattered intensity in
TLS have taken place (Pfeifer et al., 2007). In their work the
authors used Lambertian targets to relate the returned laser
signal to factors such as colour and range with the intention of
quantifying the intensity within a TLS system.

For Cultural Heritage, building type information extracted from
terrestrial laser scan can be an invaluable tool for inventory
documentation of buildings. To establish such a method it is
important to understand the spectral responses that are taking
place within the scanner. The red, green and blue channel from
the camera relates the absorption and reflection of light in the
visible region of the spectrum, the backscattered laser intensity
holds inherit information on the reflectance of the material
based on the surface finish and colour (Hanke et al., 2006).
When determining categorisation of the pixels for the
informational classes each pixel is assessed via a temporal
relationship with pixels in surrounding bands. Image
classification is the process of applying informational elements
or descriptive terms that are more easily recognisable from
multi-spectral data. Primarily used in remote sensing (Swain,
1978), image classification uses statistical analysis to identify
natural groups or structures with similar attributes and
characteristics. For the purpose of this research supervised
classification strategies are applied to point cloud datasets and
rely on an analyser/interpreter to lead the classifier in
identifying areas of the image that are known to belong to an
information class.

2. METHODOLOGY

This paper applies a semi-automated surface classification
algorithm workflow from the field of remote sensing to TLS
systems to determine building surface composition and spatial
variability. All point cloud datasets were acquired using a
Trimble GS200 system, the specifications for which are given in
Table 1. Three buildings were selected to test the feasibility of
extracting surface information using supervised classification.
Building A contained two informational classes (red brick and
grout). Building B contained four informational classes (red
brick. brown brick, grout and granite) and Building C contained
four informational classes (red brick, a painted surface (cream
colour) and two different variations of sandstone). Thus the
complexity in the number of informational classes increased
from building A through C.

To assess the successfulness of using a commercial terrestrial
laser scanning system directly for building classification the
laser image (backscatter intensity) is used to classify a building
type and compared to the merged data set of the laser image and
the digital camera (RGBI) of the scanner. Building facades were
used to construct datasets, these data sets were single objects
therefore no targets were required for point-cloud registration.
All scans were recorded at a nominal 5 mm spatial resolution on
the object with the scanner approximately 10-20m from the
scanning surface.
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Scanning Speed 5000pts/sec
Minimum Resolution 3mm @ 100m
Laser Beam Diameter 3mm @50m
Field of View 360 H, 60 V

Camera Resolution 768*576 colour resolution

Table 1. Trimble GS200 specifications.

After scanning the point clouds were processed using Trimble
Realworks 6.2 software. Regions of interest were segmented
from the parent clouds and the data exported via ascii format.
Seven parameters per point were exported from the cloud.
These were the x, y, z coordinates, the backscattered laser
intensity and the red, green and blue channels from the digital
camera. For the purpose of simplicity image registration of the
laser image and digital images from the camera was not taken
into account, the RGB values from the point clouds are assumed
to match their respective pixels of the laser image. These
exported ascii files were then further manipulated via Matlab
(Version 7.04) software to generate four separate images (often
referred to as bands in remote sensing). These four images were
raster images of the red, green, blue channels from the camera
and the scattered laser intensity, respectively, and formed the
basis for the classification routine. Once the four images/bands
had been created they were imported into ERDAS Imagine
software which is a standard program used in remote sensing
and comprises a range of tools for processing satellite imagery.
For the dataset to be of use within ERDAS Imagine each of the
4 images/bands are converted to a surface object. Surface object
in ERDAS pertain to planar datasets. Typically ERDAS
Imagine surface objects are derived from satellite datasets
where each element of the surface object represents the x, y
spatial values of the scan. As the TLS system is operating in a
front-on view, the x, z values are substituted for x, y, z values.
The newly created surfaces were saved in .img format. This is a
format native to ERDAS Imagine and classification is carried
out on these .img files. To complete the pre-processing stage,
individual images, representing the separate spectral bands,
were stacked to create the multispectral .img files for each
building.

As previously mentioned classification is the process of
dividing pixels into a finite number of informational classes or
categories based on their mutual characteristics. For supervised
classification to function the information class should be known
prior to initialising the classification routine. Therefore a
signature of the available information classes must be created.
Five regions within the image were used for each informational
class in composing the signature. This process of grouping five
regions of similar type is repeated for all remaining
informational classes that are available in the image. Once the
signature file has been built the supervised classification
algorithm is initiated. A maximum likelihood classification
algorithm was used for the supervised classification routine.

Accuracy assessment was carried out to validate that the
proposed information classes from the classification algorithm
have been assigned correctly. The accuracy assessment is based
on the fact the user is aware of the true classification value and
can validate the fact that the classification is indeed correct or
the classification has not been established correctly. Typically
the known class is referred to as a reference class. Reference
classes were gathered from a reference images that were taken



18 M. Somers, E. McGovern, K. Mooneya

at the same time as the scan. A series of random points were
used to derive if the informational classes were indeed correct.
By using points selected at random bias in the calculated
accuracy is eliminated. The distribution parameters for the
random points used were stratified random distribution. The
number of pixels that is used in the calculated is important. It
has been established (Congalton, 1991) that a minimum of 250
pixels per informational class are required to estimate the mean
accuracy to within plus or minus 5 %. Once the distribution of
points had been assigned accuracy assessment of the classes
was carried out.

3. RESULTS

Three different building surface types were selected to assess
the viability of using the red, green and blue channels of the
commercial TLS camera (Trimble GS-200) with the
backscattered laser intensity, RGBI, these sites shall be referred
to as Building A, B and C. These RGBI images are compared to
a single band, namely the backscattered intensity band for
comparison.

3.1 Building A

Figure 1. Building A - RGB camera (i) laser intensity (ii).

Figure 2. Building “A” scan area.

The fagade of Building A comprised of two information classes
red brick and grout (Figure 2). There are slight pigment
variations within the bricks, these variations were assumed to be
insignificant in the classification of the brick informational class
of building A.

The results of the classification process are shown in Figure 3,
Brick-red (red) and Grout (yellow). The classified image Figure
3(i) is derived from the RGBI stack, the classified image Figure
3(ii) is calculated by using the backscattered intensity recording.
A series of point locations on the reference image were selected
in a stratified random configuration to construct an error matrix
and calculate the accuracy assessment. Table 2, displays the
error matrix using the informational classes outlined previously,
classified with RGB and intensity (RGBI).

Figure 3. Classification — RGBI (i), laser (ii)
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Error Matrix Building B contained four information types grout, granite and

Classified Data___Unclassified brick-red grout Row Total brick that were further divided into subsets containing colour
Unclassified 24 0 0 24 variations of red and brown. It must be noted that the class
brick-red 4 616 72 692 containing brown brick, also contained grey coloured bricks that
grout 0 16 292 308 are randomly distributed within the facade (Figure 4). The
Column Total 2 632 364 1024 resulting images prior to classification within ERDAS imagine
Accuracy Assessment are shown in Figure 5.
Reference Classified Number Producers Users
Class Name Totals Totals Correct Accuracy Accuracy
Unclassified 28 24 24 - -
brick-red 632 692 616 97.47% 89.02%
grout 364 308 292 80.22% 94.81%
Totals 1024 1024 932
Overall Classification Accuracy = 91.02%

Kappa Statistics
Overall = 0.8110, Unclassified = 1, brick-red = 0.7131, grout = 0.9194.

Table 2. Building A - classification using RGBI.

Data pertaining to the two informational classes of Building A

with supervised classification using backscattered laser
intensity, Table 3.
Error Matrix
Cli ified Data L grout red-brick Row Total
Unclassified 32 0 0 32
brick-red 0 56 668 724
grout 0 228 40 268
Column Total 32 284 708 1024
Accuracy Assessment
Reference Classified Number Producers Users
Class Name Totals Totals Correct Accuracy Accuracy
Unclassified 32 32 32 - -
brick-red 708 724 668 94.35% 92.27% Figure 5. Building B - RGB camera (i), laser intensity (ii)
grout 284 268 228 80.28% 85.07%
Totals 1024 1024 928 The top classified image of Figure 6(i) represents the RGB-
Overall Classification Accuracy = 90.63% intensity stack, the image below Figure 6(ii) classification
derived from the backscattered intensity recording.

Kappa Statistics
Overall = 0.7858, Unclassified = 1, brick-red = 0.7494, grout = 0.7935.
T T LT T T D L
Table 3. Building A - classification with laser intensity. B GELL TRl LAERLYrietr ]
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3.2 Building B

Figure 4. Building “B” scan area.

Figure 6. Classification — RGBI (i), laser (ii).
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The error matrix and the accuracy report post classification on
the RGBI image Figure 6(i) is displayed in Table 4. Each of
the informational class is represented by a colour as follows,
Brick-red (red), Brick-brown (blue), Grout (yellow) and Granite

(green).

Error Matrix

Classified Data Unclassed Granite Grout Br-Red Br-Brn Row Total
Unclassified 7 0 0 0 0 7
Granite 0 265 0 2 0 267
Grout 1 4 312 20 5 342
Brick - red 0 1 32 303 37 373
Brick - brown 0 0 49 29 213 291
Column Total 8 270 393 354 255 1280
Accuracy Assessment
Reference Classified Number Producers Users
Class Name Totals Totals Correct Accuracy Accuracy
Unclassified 8 7 7 - —
Granite 270 267 265 98.15% 99.25%
Grout 372 373 303 81.45% 81.23%
Brick - red 375 342 312 83.20% 91.23%
Brick - brown 255 291 213 83.53% 73.20%
Totals 1280 1280 1100
[Overall Classification Accuracy =  85.94%

Kappa Statistics
Overall = 0.8119, Unclassified = 1, Granite = 0.9905, Grout = 0.8759, Brick-red =
0.7354, Brick-brown = 0.6653.

Table 4. Building B - classification using RGBI.
When looking at just the backscattered intensity on the same
four informational classes from Figure 6(ii), the corresponding

error matrix and accuracy assessment are shown in Table 5.

Error Matrix

Classified Data Unclassed Granite Grout Br-Red Br-Brn Row Total
Unclassified 6 0 0 0 0 6
Granite 0 262 3 1 0 266
Grout 0 0 303 15 34 379
Brick - red 0 6 54 291 10 334
Brick - brown 0 1 31 87 176 295
Column Total 6 269 391 394 220 1280
Accuracy Assessment
Reference Classified Number Producers Users
Class Name Totals Totals Correct Accuracy Accuracy
Unclassified 6 6 6 - -
Granite 269 266 262 97.40% 98.50%
Grout 391 334 303 77.49% 90.72%
Brick - red 394 379 291 73.86% 76.78%
Brick - brown 220 295 176 80.00% 59.66%
Totals 1280 1280 1038
[Overall Classification Accuracy = 81.09%

Kappa Statistics
Overall = 0.7465, Unclassified = 1, Granite = 0.981, Grout =0.8664, Brick-red =
0.6646, Brick-brown = 0.5129.

Table 5. Building B - classification with laser intensity.

3.3 Building C

The third and final building selected increases the complexity
available with building A and building B. There are a number of
different surface types available within the field of view of the
scanner. Red brick, sandstone and paint. Two different types of
sandstone are visible in the scan (Figure 7). The paint on the

fagade is cream in colour and has similar tonal appearance to
the surrounding sandstone.

Figure 8. Point Cloud, Building C — intensity (left), RGB
(right).

Figure 8 shows the backscatter intensity on the left and the
RGB image on the right, notice slight colour changes occurs
across the RGB image a magnified image is shown in Figure 9
and its backscattered intensity Figure 10.

Figure 9. Building C - RGB image.
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not optimised to use the highest projected images that were
available, image taken at 100% zoom setting.

The RGBI classified image of Building C is shown in Figure
11, Brick-red (red), Paint (yellow), Sand-I (green), Sand-II
(blue). Its corresponding error matrix and accuracy report are
available in Table 6.

Error Matrix

Figure 10. Backscattered Intensity represented
in greyscale prior to classification.

Figure 12. Building C - Classification with intensity.

One aspect of note from building C is the difference in spatial
resolution in the scanner image (Figure 9) compared to
backscattered intensity the greyscale image of Figure 10. The
fine detail available from the intensity image isn’t available in
the RGB image (Notice the grout lines on the brick work are not
visible). The is due to the fact that the setting in scanner where

Classified Data Unclassed Br-Red Paint Sand-I Sand-ll Row Total
Unclassified 166 0 0 0 0 166
Br-Red 1 318 1 2 0 322
Paint 0 0 299 0 0 299
Sand-I 0 50 30 311 8 399
Sand-Il 0 10 204 54 82 350
Column Total 167 378 534 367 920 1536
Accuracy Assessment
Reference Classified Number Producers Users
Class Name Totals Totals Correct Accuracy Accuracy
Unclassified 167 166 166 -
Br-Red 378 322 318 84.13% 98.76%
Paint 534 299 299 55.99% 100.00%
Sand-1 367 399 311 84.74% 77.94%
Sand-Il 90 350 82 91.11% 23.43%
Totals 1536 1536 1176
Overall Classification Accuracy = 76.56%

Kappa Statistics
Overall = 0.7074, Unclassified = 1, Brick-Red = 0.9835, Paint =1,
Sandstone 1= 10.7102, Sandstone IT = 0.1866.

Table 6. Supervised classification with RGBI Building C.

The backscatter intensity from Building C is shown in Figure
12 and its corresponding error matrix and accuracy report in
Table 7. Brick-red (red), Paint (yellow), Sand-I (green), Sand-II
(blue)

Error Matrix

Classified Data Unclassed Br-Red Paint Sand- Sand-ll Row Total
Unclassified 82 0 0 0 0 82
Br-Red 0 281 4 14 2 301
Paint 0 0 290 0 0 290
Sand-I 0 7 25 261 22 315
Sand-Il 0 4 118 50 118 290
Column Total 82 292 437 325 142 1278
Accuracy Assessment
Reference Classified Number Producers Users
Class Name Totals Totals Correct Accuracy Accuracy
Unclassified 82 82 82 -
Br-Red 292 301 281 96.23% 93.36%
Paint 437 290 290 66.36% 100.00%
Sand-I 325 315 261 80.31% 82.86%
Sand-Il 142 290 118 83.10% 40.69%
Totals 1278 1278 1032
Overall Classification Accuracy = 80.75%

Kappa Statistics
Overall = 0.7521, Unclassified = 1, Brick-Red = 0.9139, Paint =1,
Sandstone 1 =0.7701, Sandstone II = 0.3328.

Table 7. Supervised classification — intensity, Building C
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4. ANALYSIS

The accuracy report contains the producer’s and user’s
accuracy. Producer’s accuracy refers to the percentage of a
surface type that has been correctly classified; user’s accuracy
refers to the percentage of a classified type that is truly of that
type. The producer’s accuracy represents how accurate the
original surface has been classified, the user’s accuracy define
how good the end classification has been, i.e. the classified map.
Also presented is the derived value of kappa. The kappa value
represents the proportion of the measurand obtained after
removing the proportion of agreement that could be expected to
occur randomly; typically values lie in the range between 0 and
1. (0 - 0.2) slight agreement, (0.2 - 0.4) fair agreement, (0.4 -
0.6) moderate agreement, (0.6 - 0.8) substantial agreement, (0.8
— 1) almost perfect agreement (Landis & Koch, 1977).

4.1 Building A

Comparing both images of Figure 1, the laser intensity image is
superior in resolution compared to the RGB from the camera in
the TLS system. For the most part there is increased benefit of
using an RGBI data set compared to using just a single
backscattered intensity band. Overall Kappa values for RGBI
and intensity are 0.8110 and 0.7858. The producer’s accuracy is
very similar in both cases classification using RGBI (brick-97%
grout-80%) and classification using intensity — (brick-94%
grout-80%).

Of note are the differences in the kappa value of RGBI and the
backscatter intensity of grout 0.9194 to 0.7935. The deviation
in values would suggest that the RGBI image is better in
differentiating grout compared to using just the laser intensity
image. On a whole RGBI statistical classification values are
marginally higher than intensity based values.

4.2 Building B

For the classification of building B four informational classes
were proposed, granite, grout, red brick and brown brick though
the brown brick information class contained elements that were
somewhat grey in colour (Figure 4). Therefore the assignment
of “Brick-brown” to the informational class is solely used to
differentiate it from the “Brick-Red” class. Compared to
Building A there is an increase in complexity and deviation in
the brick composition that is easily recognisable as a diamond
pattern on the facade. Again comparing to Building A the brick
class is distinct from the grout though with smaller values in
kappa for the RGBI, grout kappa value has decreased slightly to
0.8759.

Using the RGB image from the internal camera of the scanner
(Figure 5i) it is seen that the granite class (lower right of image)
and the grout class are visibly similar, though there are
significant differences when classified with the classification
routine, for the RGBI scan, of 267 classified granite pixels none
were assigned a grout class. This can be extended by looking at
the grout class where four pixels from 342 pixels were
misclassified as granite. This leads to high values of user’s
accuracy for granite (99.25%) and grout (81.23%). This lower
value for grout can be attributed to 25 pixels from both brick
classes being perceived as being grout.

The red brick class suffers from a lower kappa compared to
Building A, reasoning that there is misclassifications taking
place with the increased number of informational classes. For

example, classification based on RGBI (Table 5) out of a total
373 points that were classified as “Brick-red” 303 were
correctly classified with the remaining pixels falling equalling
into grout-32 and brown brick-37. When taking the intensity
into account out of 334 points, 291 points were classed correctly
with only 10 being classed as brown brick and 54 being
classified as grout. This is visually shown in Figure 6. Where
the alternating diamond pattern is emerging from the red
background compared to just using the backscattered intensity
Figure 6 (ii) where the pattern is partially visible. From the
table it can be concluded that the RGBI image correctly
classifies more informational class than just using the laser
intensity.

4.3 Building C

Building C represents a more complex example compared to
building A and B. There are a number of unclassified points in
building C, this is due to one of two reasons, segmentation of
the point cloud i.e. removal of unwanted points and object from
the image (windows and a lamp post). Also laser shadow is
present in the images, meaning some building features are
occluded from the scanner.

From the error reports the informational classes derived using
intensity performed better for all classes but for the red brick
informational class. For RGBI we get accuracy values of
correctly classified points of red brick (99%), paint (100%) sand
stone I (78%) sand stone II (23%) comparing to backscattered
intensity red brick (93%), paint (100%) sand stone I (82%) sand
stone II (40%). In both cases the informational class of paint is
perfect (100% and 100%) compared to the accuracy of the other
classes. This is due to the fact that all paint pixels were indeed
paint pixel. Though looking at figure 11 and figure 12 regions
that are indeed paint have been misclassified hence why the
producer’s accuracy is significantly lower 56% and 66%
respectively.

From figure 11 we see that three of the informational classes
(red-brick, sand-stone I and sand-stone II) had been classified
correctly (high values in user and producer’s accuracy), though
there are variations in the classification around the window
areas in the upper part of the screen, this is due to localise
shadows darkening the region and misclassifying pixels. Overall
the classification is correct and is reflected in the high values
obtain of producers accuracy of Table 12.

The RGBI classification performs poorer to the results obtained
for Building A and Building B compared to the backscattered
intensity. From Building C it is evident that lighting conditions
play a significant role in the how successful the classification
routine can be, for instance the prominent area of
misclassification occurs around the window area where
shadowing effects the performance of the algorithm.

5. CONCLUSION AND OUTLOOK

A supervised classification of building surfaces was carried out
on real-world terrestrial laser scanning data. From these datasets
a material type classification map was extracted and areas of
different material type located. It has been successfully shown
that it is possible to acquire semi-automated surface
classification from TLS point cloud data using remote sensing
classification algorithms, with accuracy rates of up to 97%
when using RGBI for two information classes (Building A).
Using this approach of a semi-automatic means of extracting a
building surface type could be used in a range of applications,
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predominantly in area/volume extraction and site inventory
analysis.

One aspect of improving this method for building classification
is the need to overlay images that are comparative in resolution.
From the images provided, the difference in resolution of the
native RGB image to the laser intensity is noted. While it is
possible to capture images at greater resolution with the scanner
some image matching is required. At the moment the resolution
of the laser imaging is superior to the RGB image outputted by
the camera available with the scanner. Therefore further work
shall focus on using higher resolution images from the current
TLS system and or an external digital camera.

Resolution aside the method of stacking RGB image with the
laser image does show that it is possible to classify pixels into
informational type. The scan data from Building B highlights
the importance of using the RGBI instead of just the
backscattered intensity image in that colour variations within
individual bricks may be classified to a better degree by using
the RGBI merged image to the backscattered laser image.
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ABSTRACT:

Rather frequently users are faced with the challenge of how to register scans of free-form objects in the absence of targets, especially
in cultural heritage and industrial applications. In such cases, the surface of the objects of interest is usually smooth, with no
characteristic points (e.g. sculptures, industrial constructions etc.) and the acquisition process is often subdued to space limitations,
like small object-instrument distance, object height greater than object-instrument distance, difficulty in placing targets above a given
height etc. Moreover, unless the scans to be registered are already approximately aligned, most commercial software cannot initialize
the ICP process without at least three common targets or conjugate points. The proposed approach enables the initialization of ICP
for scans with no common targets, when conjugate points are hard to identify. Specifically, a repetitive process estimates the distance
between two point-clouds as one of those is continuously rotated according to a sampling strategy. When a sign-change of the
estimated point-cloud distance is detected, the search space is reduced and the approximate unknown angle is derived. A thorough
validation of the proposed process is presented here along with an example application for the complex of sculptures of the

monument of Zalongon.

1. INTRODUCTION

Terrestrial laser scanners are increasingly being used for various
types of applications. This type of equipment has undeniably
enabled the fast and detailed capture of the 3D form of various
objects of interest. Currently, several systems with varying
fields of view provide users with various levels of resolution
and accuracy, and the ability to capture intensity and/or color.
Normally, in order to model an object, several scans are
acquired and registered with the use of 2D or 3D targets.

There are many cases e.g. cultural heritage and industrial
applications, where the acquisition process is subdued to space
limitations i.e. small object-instrument distance, object height
greater than object-instrument distance, difficulty in target
placing above a given height etc. Consequently, data acquisition
most often involves a few scans that contain no targets but need
to be integrated into processing so that the final model be
complete. In the absence of targets, conjugate points are
selected and the Iterative Closest Point (ICP) algorithm is
applied so as to align the point clouds (Besl and McKay, 1992).
That practice is difficult or even impossible to apply for cases of
free-form objects whose surface is smooth or even uniform and
no characteristic points of interest can be identified.

This paper suggests a solution in order to bypass this problem
and actually initialize the ICP process without the use of targets
or conjugate points. An early version of the proposed approach
was designed in order enable mark-less registration of point-
clouds for a cooling tower of the Public Power Corporation of
Greece but it has never been presented in detail. Recently, a
project that involved the survey of the Zalongon monument (a
17.5x 12.5m complex of sculptures) called for the application of
such an approach. Based on the experience gained from the
cooling tower project, the acquisition process was especially
adjusted so as to enable the application of a similar solution and
refine the original algorithms so as to develop a methodology
applicable for similar problems. Therefore, beside the data that

were required for the survey of the monument, data that would
be used in order to test and validate the proposed approach were
also acquired. In this contribution the authors describe the
proposed methodology in detail, present the experimental
results derived for the validation of the proposed approach and
discuss the technical aspects and the results of the application
for the case of the Zalongon monument are presented in detail.

2. INITIALIZATION OF ICP PROCESS

ICP compares two point clouds and continuously transforms
one of them until the process converges, i.e. until the objective
function calculated reaches a minimum. In order for the ICP to
provide a solution either the two scans to be registered have to
be in approximate alignment, or the approximate transformation
between the two scans must be derived i.e. calculated from the
equations formed for at least three conjugate points selected by
the user. Therefore, if no targets can be used, either dense scans
(i.e. scans acquired from nearby set-ups) need to be acquired or
only the required scans may be acquired provided that
characteristic points can be recognized between any two given
scans.

These two solutions are the most popular among the users of
commercial software such as Geomagic™ and Cyclone™,
which enable point-cloud registration by means of the ICP. In
both of these programs the user may perform registration
without the use of targets either based on scan world
coordinates for the case of dense scans or on the selection of
conjugate points in the case of sparse scans. However, both of
the aforementioned solutions present several serious drawbacks
and very often lead to pour or no results. Specifically, by
acquiring dense scans, the need to initialize the ICP process is
indeed eliminated, but the computational effort and the volume
of the registered data is significantly increased. Moreover there
are cases e.g. a sphere, a rotational surface such as that of a
cooling tower or a pot, where the object’s surface is such that, if
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there is high correlation of the overlapping point-clouds, the
ICP falls at a local minimum and the point of convergence does
not correspond to a correct solution. On the other hand, if sparse
scans are acquired, especially for free-from objects, such as
sculptures, there are cases where the selection of conjugate
points is a really elaborate process and quite often it is
impossible to correctly identify three pairs that will enable the
initialization. In such cases scans cannot be included into
processing and this may result to an incomplete model.

With the aim to overcome such problems and automatically
initialize the ICP process, i.e. calculate the approximate
transformation between any two given scans of an object,
various approaches are suggested in literature. (Hansen, 2006)
suggests a method that segments the point clouds into planar
elements and by matching planes in the object space obtains a
coarse registration automatically. This method is ideal for
scenes that are dominated by planar structures such as built-up
areas. Another approach suggested by (Makadia et. al., 2006)
involves the creation of Extended Gaussian Images (EGIs) for
the scans to be registered. The solution is derived by the
correlation of the EGIs in the Fourier domain using spherical
and rotational harmonic transforms. This method works
especially well for cases of small overlap and for various object
sizes. (Bae and Lichti, 2004) propose a method based on the
calculation of geometric primitives such as surface normals,
curvature, change of curvature etc, that remain invariant under
rigid body transformations. (Biswas et al., 2006) match and
register point clouds by describing them by isosurfaces
decomposed into spherical harmonics. However this approach is
applied for full (not partial) models and is better suited for
database retrieval applications. Finally, (Gelfand, 2005)
proposes a method that is based on feature points automatically
selected according the uniqueness of a descriptor value.

Although the methods described in the above suggest solutions
to the problem of ICP initialization, they are either based on
characteristics such as planar areas, curvature change, detection
of features, feature uniqueness or require that a significant part
of the whole object (if not the entire object) is included in each
scan. Thus none of these methods enables the registration of
partial scans of a free-form object that may contain no
characteristic points. The proposed approach, based on a
suitably designed data acquisition strategy, can ensure the
registration of scans that contain no targets by applying a very
simple algorithm so as to initialize ICP.

As mentioned in the introduction, an approach similar to the one
presented in this paper has already been applied for the case of a
cooling tower (loannidis et. al, 2006). In specific, the survey of
the cooling tower included 7 scans for the outside surface, and
for the inside another 20 scans (10 scan-couples) that were
acquired from 4 positions at 10 different directions (i.e. 10 set-
ups) as it can be seen in Figure 1. A scan-couple is a set of two
scans that are acquired from the same set-up by vertically
rotating the scanner head so that the base scan contains at least 3
reflective targets and the top scan has an overlap of at least 30%
with the base scan. Considering that the tower is 97m high with
an 83m basal diameter, the scanner used for the survey of the
inside was a Cyrax HDS2500™ with a FOV of 40°x40° and that
it was impossible to place targets directly on the surface of the
shell, it is obvious that the acquisition of mark-less scans in this
case could not be avoided. The scan point interval was ranging
from 6cm to 8cm on the tower’s surface and approximately
22,000,000 points were acquired in total. In the absence of
targets inside for the upper part of the tower the registration of
scans of the was considered to be a challenge as the tower

surface is unvarying and the selection of homologous points that
would normally result to a good registration was impossible.

The fundamental idea that solved the problem is the estimation
of the vertical rotation between the scans of a scan couple and
the application of a rotation that restores the mark-less scan to
its approximate correct location. Figure 2 illustrates the results
of the method described for one of the mark-less scans. Notice
in yellow the annotations of the targets that were used for the
registration of the scans of the inside of the tower. Further
details regarding the application of the cooling tower are
considered to be out of scope. However it is worth noting that
the method described in (Ioannidis et. al, 2006) enabled the
initialization of the ICP and resulted to an average alignment
error of Smm.

\

= Scanner set up

Figure 1: Plan view of the scan set-ups used for the acquisition
of the inside of the Cooling Tower
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Figure 2: Example of the results of the proposed method for one
of the mark-less scans acquired for the upper part of the inside
of the Cooling Tower

3. PROPOSED METHODOLOGY

The main idea is to develop a simple and general method so as
to efficiently enable and facilitate the integration of markless
scans into the registration process. This is achieved by
constraining the data collection process, i.e. scans are always
acquired in couples including a first scan that contains at least
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three targets, so as to enable registration to a local reference
system, and a second markless scan acquired by rotating either
vertically or horizontally the scanner head. In this way, if the
single vertical rotation between the two scans is defined, the
markless scan may be rotated so that the two scans are brought
in approximate alignment and the ICP can be initialized. In
order to automatically obtain an approximate value of the
unknown vertical angle, the space of the unknown parameter is
sampled and a function that estimates the point cloud distance is
calculated for every value provided by the sampling sequence
until a sign change of the calculated measure is detected. A
change of sign means that the interval that contains the solution
that minimizes the distance measure is detected. Based on the
results of the sampling process the approximate value is
derived. It must be noted that in order to obtain a good
approximation an overlap of at least 30% is required. In the
following, practical considerations concerning data acquisition
are described along with the theoretical aspects of the proposed
algorithm and the technical details for the implementation.

3.1 Sampling strategy

Provided that a single rotation is the most significant part of the
unknown transformation between two scans to be registered by
the ICP algorithm, the initialization of the process is a rather
simple problem. Let us consider that the unknown rotation is a
vertical rotation, i.e. the unknown parameter is the ® rotation
around the X axis. Moreover, if the equipment used is a scanner
such as the Cyrax HDS2500™ that has a 40°x40° FOV, the
unknown angle cannot be smaller than 0% or greater than 508,
The closed interval of [0, 50]® of the space of the unknown
parameter is initially sampled with a coarse step of 5. For each
value w; that the angle ® takes according to the sampling
sequence, a measure of the distance md; between the two point
clouds is calculated. If there is a sign change of the distance
measure calculated, according to Bolzano’s theorem, this means
that the unknown rotation lies in the interval [w;; ®;]. This
interval is re-sampled with a fine step of 1% and the process
already described is repeated. Once more, when a sign change is
detected for two values w;; and w; the respective distance
measures md;.; and md; are used so as to obtain an approximate
value for the unknown rotation using linear interpolation (Eq.

1.
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where: @, = approximate value of the unknown rotation
w,.; = previous sample value for unknown rotation
md;.; = value of distance measure for w;.;

md; = value of distance measure for w;
3.2 Point-cloud distance estimation

In order to compare two point clouds and estimate how close

they are for a given vertical rotation ®;, the following

processing is done:

- The markless scan is rotated by ;, which is given by the
sampling process, according to Eq. 2

Au2 =Rw, Au 2

where: Rw, = rotation matrix calculated for w,
Au = the original markless scan

Au2 = the markless scan rotated by w,

The overlapping area between Ad (the scan that contains the
targets) and Au2 (the rotated markless scan) is calculated and
a grid on the XY reference plane is created with a bin size that
equals 5 times the scan resolution. This way a 4% sample of
the points of the overlapping area is used for the estimation
process.

Ad and Au2 are processed so as to select only the points
within the overlapping area. Following, a 2D delaunay
tessellation is created for the selected points of each point-
cloud.

Using the 2D tessellations a search is performed so as to find
the points of Ad and Au2 that are closest to the nodes of the
XY grid. Regarding the points found, only those that are
within a radius equal to the scan resolution are kept.

- Using the points derived from the previous processing stage
two matrices are created, Zd and Zu for Ad and Au2
respectively. These matrices contain the Z values of the points
of Ad and Au2 that were found to be closest to the nodes of
the XY grid.

By subtracting Zd from Zu a new matrix DZ is calculated.
Through this matrix an estimation of the distance between the
two point clouds, mz, is obtained as the median of the values
of DZ. It must be noted that, ideally, one would select the
mode of the calculated distances DZ. However, in order to
achieve that, further process would be required so as to
effectively bin the DZ values and obtain a close
approximation of the mode. Furthermore, the mean value
cannot approximate the mode because the distribution of the
calculated distances DZ may be skewed. This happens
because point-clouds usually contain non-Gaussian noise (e.g.
points that do not belong to the object’s surface). Therefore,
the median is selected as it can be computed in one step and it
can effectively represent the majority of the points that are
used for the estimation of the distance of the point-clouds.

3.3 Implementation details

The algorithm described in the above is relatively simple, its
execution time is only a few seconds and its main advantage is
that the user does not have to define many parameters. The only
parameter needed for the algorithm to run, is the scanning
resolution in meters.

The approximation obtained is considered to be satisfactory as
the respective transform approximately aligns the two scans and
enables the initialization of ICP. An attempt to obtain a better
approximation of the unknown parameter results into no
improvement because the actual transform also includes small ¢
and « rotations and small translation components that are
calculated by the ICP process. This happens mainly because
there is a difference between the physical centre around which
the scanner head is rotated and the actual origin of the system of
the scanner.

The algorithm as described operates for vertically rotated scans.
If there is a horizontal rotation between two scans the only part
that needs to change is the rotation matrix by which the
markless scan is rotated. All else remains the same. Moreover
tests with actual data have shown that the algorithm can be
applied not only for scan-couples but also for scan-chains where
many scans are sequentially acquired by rotating the scanner
head either vertically or horizontally each time.

In the following section experiments conducted so as to assess
the performance of the proposed algorithm are described and
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the results derived are presented. In section 5 the results of the
application for the monument of Zalongon are presented.

4. METHOD VALIDATION

In order to validate the results produced by the proposed method
an extended experiment has been designed. The data set used
for the experiments was acquired during the survey of the
monument of Zalongon and it includes 2 scans acquired from
one set-up and 5 targets common to both scans. The two scans
were acquired from the same position and only a vertical
rotation of the scanner head was introduced so as to obtain the
second scan. For this section the first scan will be considered as
the reference scan whereas the second will treated as a mark-
less scan that needs to be registered. These two scans have been
processed both in Cyclone and in Matlab. This is done so as to
benchmark the algorithms developed in Matlab for every part of
the process against those applied by Cyclone, and ultimately
create a standalone set of functions that produce reliable results.
The process of the evaluation can be analyzed in two stages: 1)
Data-set analysis and zero-values and 2) method evaluation.

4.1 Data-set analysis and zero-values

The first step, before any kind of processing takes place, is to
calculate the distances of the targets between the original scans
so as to have an estimate of the initial point-cloud configuration.
The results of Table 3 reflect the fact that the two scans have
been acquired from the same position with a vertical rotation of
the scanner head (an unknown ® angle).

Also, before applying the proposed processing approach, the
parameters of the unknown transform were calculated both in
Cyclone and Matlab using all of the targets. The remaining error
vector was also calculated for each target and for both cases.
This step is essential so as to obtain a good value for the
parameter that is defined by the proposed algorithm (i.e. the
unknown o angle). It is also useful to know how well the targets
are registered once complete transformation is recovered.

As it can be seen from Table 4, the results indicate that both
Cyclone and Matlab produce almost identical results with
differences of the order of 0.1 mm for the remaining errors.
Moreover it is derived that the unknown angle o, in this case, is
approximately 10.85 grad. As for the other parameters of the
transformation it is found that the parameters of the translation
vector are rather small and that the ¢ and k angles are also non-
zero with ¢ significantly larger that the k angle.

4.2 Method evaluation

The first step here is the application of the proposed algorithm
so as to find the unknown rotation (® in this case). The results
are summarized in Table 5. It is worth to note, that the
approximate value derived is =10.7920%, which is close
enough to the actual angle of 10.858.

No transform calculated
T(X,Y,Z) 0.0000 0.0000 0.0000 (m)
R (0,9,5) 0.0000 0.0000 0.0000 (grad)
TargetID X-error Y-error Z-error | Total error
(m) (m) (m) (m)
4 -0.0202 1.9803 -0.5524 2.0560
7 -0.0251 2.4629 -0.4710 2.5077
3 -0.0254 2.5420 -0.4685 2.5849
1 -0.0322 3.3798 -0.8934 3.4960
13 -0.0321 3.1860 -0.8455 3.2964

Table 3: Target distances as calculated for the original scans

Target registration
Cyclone
T(X,Y,Z): 0.0003 -0.0032 0.0106 (m)
R (0,0,€):  10.8493 0.1156 0.0261 (grad)
TargetID X-error Y-error Z-error | Total error
(m) (m) (m) (m)
4 0.0008 0.0003 -0.0017 0.0019
7 0.0003 -0.0014 0.0001 0.0014
3 -0.0003 0.0008 0.0010 0.0013
1 -0.0013 -0.0006 0.0006 0.0016
13 0.0005 0.0009 0.0000 0.0010
Matlab
T (X,Y,Z): 0.0003 -0.0029 0.0106 (m)
R (0,0,x):  10.8475 0.1173 0.0172 (grad)
TargetID X-error Y-error Z-error | Total error
(m) (m) (m) (m)
4 0.0007 0.0003 -0.0016 0.0018
7 0.0003 -0.0014 0.0001 0.0014
3 -0.0003 0.0009 0.0010 0.0013
1 -0.0013 -0.0007 0.0007 0.0016
13 0.0005 0.0009 -0.0001 0.0010

Table 4: Transformation parameters and residuals calculated by
Cyclone and Matlab using the coordinates of the targets for the
registration of the two scans

Coarse sampling Fine sampling
sign(mzi)  |mzi| sign(mzi) [mzi|
0 ) 1.2349m | 10 ) 0.084m
5 ) 0.6235m | 11 (+) 0.0221m
10 ©) 0.084m Approximate value
15 ) 0.4264m =10.7920*

Table 5: Results of the process for the calculation of the
approximate value of the unknown rotation

Approximate alignment
T (X,Y,Z): 0.0000 0.0000 0.0000 (m)
R (0,9,€):  10.7920 0.0000 0.0000 (grad)
TargetID X-error Y-error Z-error | Total error
(m) (m) (m) (m)
4 -0.0202 0.0070 0.0109 0.0240
7 -0.0251 0.0113 0.0090 0.0289
3 -0.0254 0.0106 0.0048 0.0279
1 -0.0322 0.0198 -0.0067 0.0384
13 -0.0321 0.0159 -0.0016 0.0359

Table 6: Target distances after rotation of the mark-less scan by
©,=10.7920¢
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Figure 7: On the left, the reference scan (in grey) and the scan to be registered (in black) in their original positions. In the middle, the
scan to be registered has been rotated by o, and is in approximate alignment with the reference scan. On the right, the results of the
registration after the implementation of the ICP are presented.

ICP registration
Cyclone
T(X,Y,Z): -0.0013 -0.0067 0.0118 (m)
R(o,p,K): 10.8683  0.1080  0.0180  (grad)
X-error Y-error Z-error | Total error
TargetID
£ (m) (m) (m) (m)
4 0.0001 0.0004 -0.0012 0.0013
7 0.0000 -0.0005 0.0009 0.0010
3 -0.0005 0.0015 0.0020 0.0025
1 -0.0013 0.0008 0.0016 0.0022
13 0.0005 0.0023 0.0007 0.0025
Matlab
T(X,Y,Z): -0.0007 -0.0074 0.0122 (m)
R(@,0.): 108685  0.1134 00156  (orad)
X-error Y -error Z-error | Total error
T tID
e (m) (m) (m) (m)
4 0.0004 -0.0003 -0.0008 0.0010
7 0.0001 -0.0010 0.0012 0.0016
3 -0.0004 0.0013 0.0022 0.0026
1 -0.0013 0.0012 0.0015 0.0023
13 0.0005 0.0025 0.0007 0.0027

Table 8: Transformation parameters and residuals calculated by
Cyclone and Matlab by applying the ICP algorithm

Figure 9: View of the front side of the monument of Zalongon.

After rotating the mark-less scan by the approximate ®, rotation
once again, the distances of the targets are derived. As it can be
seen from Table 6, after the approximate rotation is applied, the
targets are in approximate alignment indicating that the

application of ICP is enabled. The distances of the targets that
originally were estimated to a few meters are now only a few
centimeters. The same is also suggested in Table 5 were the
point cloud distance is estimated by the mz value (i.e. the
median of the distances calculated for points close to the nodes
of the grid defined within the area of overlap).

The final step of the evaluation process is the application of the
ICP algorithm in Cyclone and in Matlab. The ICP is performed
in Matlab by a modified version of the algorithm “icp2” of
Ajmal Saeed Mian, of the Department of Computer Science of
The University of Western Australia. The modification applied
is that the Rm, matrix is also passed as an argument in the list of
arguments of the original algorithm so that every time the ICP is
repeated the initial rotation is taken into account and the
complete transformation is calculated. Once more, as shown in
Table 8, the final results produced by the algorithms in Cyclone
and in Matlab are approximately the same.

As illustrated at the left image of Figure 7, the two scans are
originally in such positions that they cannot allow the
initialization of ICP. The middle image of Figure 7 shows the
approximate alignment after the vertical relative rotation is
restored. Finally, at the right image of Figure 7 the creation of
Moiré patterns ensure the high quality of alignment of the two
scans by the proposed process as applied in Matlab. Figure 7
indicates that the selection of conjugate points was virtually
impossible in this case. Nevertheless the results of the proposed
approach for the approximate alignment of the two scans are
rather satisfactory and the final results of the application of ICP
are just as good as those of Cyclone. The major difference here
is that in Cyclone the ICP process could not be initialized with
the point clouds in their original position, but target-registration
had to be performed first.

5. APPLICATION

The monument of Zalongon (Figure 9) is a 12.5m (height) by
17.5m (wide) complex of sculptures situated in NW Greece, that
was built in the 50’s according to the designs of Patroklos
Karandinos and George Zongolopoulos. It is attributed to the
women of Zalongon who according to the legend holding hands
with their children danced and fell from the cliff so as to avoid
getting caught by the enemy. The monument is built almost at
the edge of the cliff that is 80 m higher than the nearest area that
is accessible by car. In Figure 9 there is a view of the front side
of the monument.
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Figure 10: Horizontal plan of the monument and its
surroundings including the positions of the scanner set-ups.

For the survey of the monument a reflectorless total station, the
Cyrax HDS2500™ and a 10 MP camera (Canon EOS5™) were
used. In Figure 10 a diagram of the scanner set-ups is presented.
All of the scans were acquired from 9 scanner set-ups. However,
the data acquisition for the front side of the monument was not
as easy as it was for the back side. Specifically, only three single
set-ups were enough to cover the back side (S1, S2 and S3), but
it took 6 set-ups and a total 10 scans to cover the front side;
three single scans(S4, S8 and S9), 2 scan-couple (S5 and S6)
and one scan triplet (S7). The most significant problem of the
survey was the limited space that was available in front of the
monument as the fence was 2 - 5Sm away from the front side.
The only case where a scan of the front side could be acquired
from a greater distance was that of S4, where all of the
equipment was set-up on a rock over the fence. For the rest of
the scans that were acquired, all set-ups were inside the fence
that was just a few steps away from the cliff. It is clear that a
distance smaller than 5m is not enough to allow for a full height
scan of the monument that has a maximum height of 12.5m.
Therefore scans that were acquired from set-ups 5-9 were
acquired sideways. Moreover, the fact that the monument is
inaccessible by car and that any equipment used must be carried
on the top of the cliff makes impossible the application of
popular -but also expensive- solutions such as use of
scaffoldings or cranes for the placement of targets. Thus targets
could not be placed higher than 3m.

Taking all of these under consideration the acquisition of mark-
less scans could not be avoided. However, aspects concerning
the optimal and complete acquisition of the objects had to be
considered. For example:

the south-western of the sculpture forms, that is the highest of
all, had to be acquired with three scans so as to guarantee that
an overlap of 30% would be retained

the north-eastern form, that is closest to the fence, was not
optimally acquired by the other set-ups, so a new set-up just
for that part was necessary (S9)

- scan-couples were acquired from set-ups 5 and 6.

A total of 18 reflective targets were used so as to enable the
global registration of the acquired scans. Four targets were used
for the back side, 3 targets were placed on the sides of the forms
and another 11 targets were used for the registration of the scans
of the front side. It is obvious that the abstract forms of the
monument, its location and its surrounding area render it as a
rather difficult and complex object to survey.

Regarding the registration process, first all of the mark-less
scans were registered with the corresponding scans that

contained targets by applying the proposed method and the ICP
algorithm; all processing was done in Matlab. Table 11
summarizes the results for the 2 scan-couples of set-ups 5 and 6,
and the scan-triplet of set-up 7. Especially for the scans of set-up
7, the proposed approach was applied first for top and the
middle scan and, when those were registered, the method was
once more applied so as to register those point-clouds with the
base scan. Table 11 indicates that the application of the
proposed method for the initialization of ICP can produce very
satisfying results. This is evident from the values of the residuals
that were calculated for targets visible in the various scans. It
must be noted that these targets could not be used for the
registration of the scans as a maximum of two targets were
visible in each case but they served as check points so as to
evaluate the process. For each registration the average alignment
error is also calculated as the mean of the absolute distances
along the X, Y and Z axes of all of the point correspondences
found by ICP.

Scan couple of set-up 5 (top to base)
ICP initialization for =25.0327¢
TX,Y,Z):  0.0060 -0.0092 0.0240 (m)
R(m,0,x):  24.0336 0.4324 -0.0561 (grad)
Average alignment error = 0.0054m
X-error Y-error Z-error  |Total error|
TargetID (m) (m) (m) (m)
11 -0.0003 -0.0020 0.0016 0.0026
10 -0.0003 -0.0038 0.0012 0.0040
Scan couple of set-up 6 (top to base)
ICP initialization for =35.6083%

T(X,Y,Z):  0.0084 -0.0177 0.0313 (m)
R(w,9,x):  34.6002 1.0728 -0.7091 (grad)
Average alignment error = 0.0055m

X-error Y-error Z-error  |Total error|
TargetID (m) (m) (m) (m)
16 -0.0016 | -0.0071 0.0013 0.0074
Scan triplet of set-up 7 (top to middle)

ICP initialization for =18.1991¢
TX,Y,Z):  0.0013 -0.0145 0.0224 (m)
R(mw,0,x):  18.2504  0.2467 -0.0677 (grad)

Average alignment error = 0.0070m
Scan triplet of set-up 7 (top & middle to base)

ICP initialization for =18.1828%

TX,Y,Z):  0.0016 -0.0094 0.0190 (m)
R(mw,9,x):  18.1147 0.1922 -0.0350 (grad)
Average alignment error = 0.0067m

X-error Y-error Z-error  |Total error|
TargetID (m) (m) (m) (m)
15 0.0005 | -0.0027 0.0009 0.0029
6 0.0022 | -0.0009 0.0009 0.0026

Table 11: Results of the proposed method combined with the
respective results of the ICP applied for the mark-less scans of
the monument of Zalongon. For each registration the
approximate value of the angle, the transformation parameters
that ICP yields and the residuals calculated for any targets
available in each case are given.
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Figure 12: The unprocessed 3D polygonal model of the
monument (front view).

The average alignment error ranges from 5 — 7 mm, a value
rather satistying if the technical difficulties of the acquisition
process are considered (free-form object, scans acquired
sideways) and the Smm accuracy of the scanner in single point
positioning is taken into account.

After all of the mark-less scans were registered with the
corresponding reference scans in Matlab, the global registration
of all of the point-clouds was performed in Cyclone using both
target- and cloud-constraints. It must be noted that due to the
object’s shape there was only little overlap between the scans of
the front and the back of the monument. Thus the 3 targets that
were placed on the sides were especially useful because they
worked as additional constraints between the corresponding
point-clouds. Finally, the errors of the constraints used varied
between 1 - 6mm and the mean absolute error of the overall
registration was estimated to be 2mm.

All of the registered point clouds were imported in Geomagic
Studio™ software and the polygonal model of the monument
was created. A view of the unprocessed 3D model can be seen in
Figure 12.

In order to evaluate the accuracy of the process that lead to the
registration of the point-clouds it was preferred to create a
polygonal model with a point spacing equal to the scan
resolution and only a minimum of noise reduction was applied.
The evaluation in Geomagic was performed through the
comparison of the polygonal model with the geodetically
acquired coordinates of 140 control points. Figure 13 illustrates
the results of the comparison. As indicated by the histogram on
the spectrum scale the majority of the points are within 6mm
from the polygonal mesh surface. This is also confirmed by the
statistics of the comparison process, as the derived standard
deviation of the distances is 6mm, a value equal to the single
point accuracy of the acquisition process. Moreover, the
classification of the points according to the calculated deviation
indicates that the accuracy of 6mm is uniform for the entire
model surface.

6. CONCLUSIONS

Terrestrial laser scanners are increasingly used for applications
that involve the detailed capture and modeling of various objects
of interest. Especially in cases of cultural heritage and industrial
applications, the acquisition process is often subdued to space
limitations. For example, the object-instrument distance may be
small compared to the height of the object and in many cases it
may be difficult or even impossible to place targets above a
given height. Consequently, data acquisition most often involves
a few scans that contain no targets but need to be integrated into
processing so that the final model be complete. Rather usually,
these markless scans are acquired by a vertical rotation of the
scanner head. However, in the absence of targets, it is often
difficult to initialize the ICP algorithm. Especially for cases of
free-form objects, whose surface is smooth or even uniform and
no characteristic points of interest can be identified the
initialization of the ICP may virtually be impossible.

The paper suggests a solution in order to bypass this problem
and actually initialize the ICP process without the use of targets
or conjugate points. The method involves the acquisition of
scan-couples, i.e. scans that are acquired from the same set-up
and for a constant horizontal direction but by a different vertical
angle. The base scan must have enough targets so as to be
registered-georeferenced but the top scan may be completely
markless.

Figure 13: Results of the evaluation process for the comparison of the unprocessed surface of the polygonal model; on the left image
the front view of the object is illustrated, whereas on the right the viewer sees the back side.
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The proposed method has successfully been applied for the case
of a cooling tower (an industrial application) and for a
monument (a cultural heritage application). In both cases the
proposed method enabled the integration of the markless scans
into the registration process and thus led to the completion of the
3D models.

In order to validate the proposed process an extensive
experiment has been implemented. The thorough investigation
of the accuracy and quality of the results for each step of the
process suggests that the method introduced here may be the
solution for cases of free-form objects where only partial scans
may be obtained and conjugate points are difficult to identify.

The proposed method as presented enables the detection of an
unknown vertical angle but with a minor adjustment, i.c. the
change of the rotation matrix used, a horizontal angle may be
derived instead. Also, the method has been applied not only for
scan-couples but also for scan-triplets. Thus another extension
could involve the application for the case of scan-sequences
where a few scans are acquired sequentially by rotating the
scanner-head either vertically or horizontally.

The presented approach although quite simple effectively leads
to the solution of a rather difficult problem, i.e. how to initialize
the ICP process when there are no common targets in the area of
overlap and conjugate points are difficult to recognize. The
applicability of the method especially for free-form objects
indicates its potential for various types of applications.
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ABSTRACT:

The usual photogrammetric work-flow for producing true-orthoimages in cultural heritage depends on finding and matching
homologous features among different images. This process basically relies on manually choosing a reasonable model from a set of
points for a subjective proper model reconstruction of the element. This is a time-consuming, repetitive and blind recognition process
requiring some spatial intuition and experience from the user. Besides, either automatic image analysis techniques (mainly image
matching) or laser scanning, can be used to improve this processing. But the outputs are huge point clouds with redundant
information that often is not essentially required in architectural mapping (especially when the final goal is just an orthoimage).
Therefore, a combination of manual and automatic techniques seems to be the ideal tool for a production environment.

We present a novel photogrammetric software tool specially designed for production of high resolution true orthoimages of
architectural buildings and sites. It depends on a simple field work consisting in a few images taken with conventional digital
cameras. User interaction is simplified involving intermediate projection planes and a new raster pipeline. This reduces the need to
zoom, pan, and even avoids unnecessary 3D point clouds. It is progressive and designed for non-specialized users, providing intuitive
methods to visually diagnose the quality of partial results. The user interface is written in C++ using OpenGL, and all geometrical
calculations are parallelized and optimized for interactive performance (10° points/second), using both the central processing unit
(CPU) and the specialized graphics processing unit (GPU). Improvements in image matching for posterior densification and KLT
filtering for initial semi-automatic orientation were also tested. The software presented herein reduces orthoimage production time

from weeks to just a few hours.

1.INTRODUCTION
1.1 Background

There are many and good academic samples successfully tested
of different close-range photogrammetric recording techniques
used to document architectural or archaeological sites, to
produce maps, plans and sometimes orthoimages. But those
usually require researchers to spend considerable amounts of
time and creativity; hence very few of these techniques had
scaled to commercial or serial production yet.

For unqualified users and in terms of wide production, digital
photogrammetry is not yet a well established technique in
cultural heritage. Theoretically it should be easy to measure
from a few photographs but practical projects production still
requires great amounts of computer and work time.

After years using mixed techniques to produce architectural
orthoimages and plans in a commercial environment, we found
that most of the limitations of photogrammetry are
progressively disappearing. According to our experience, field
documentation procedures are already quite optimized. It can be
typically done by a small team composed of one or two persons
in a single day, using lightweight equipment.

It is also possible to use just non-metric, even consumer grade
digital cameras achieving very good accuracy. Field calibration
allows good tolerance and there is no need to record station
locations or to use stereo-rigs. For small-scale projects ground
control points or topographical surveying are just optional if a
reference scale is taken, using a measurement tape or a handy
laser range meter.

Modern field documentation procedure is today not very
different from making a detailed photographic report just
following some specific guidelines.

But later processing with photogrammetric software tools still
remains a bottle-neck in actual productivity. Existing software
in most cases inherits the design philosophy from aerial
photogrammetry with little improvements. It is focused on
qualified users and it is slow and has little interactivity.

Here we show the results of the development of a software tool
prototype specifically designed from scratch for heritage
documentation of architectural elements. We describe the
proposed work-flow and justify the computer technology used.
It is intended to be easy to use for non-photogrammetrists, and
as automatic as possible. It is designed to be suitable for low-
budget projects, allowing easy start of quick projects with just
the essential requirements and progress seamlessly towards
highly accurate and detailed projects. The whole user interface
design rests on a hardware-accelerated graphic pipeline
specifically developed for this task.

1.2 True Orthoimages

There is no doubt that presently photogrammetry and laser
scanner techniques can produce accurate and detailed 3D
measurements and models. But both are just acquisition
techniques; direct data often result too "raw" and has to be
processed later. Additionally a great amount of cultural heritage
documentation projects are small and low-budget. Additionally
potential contractors and users are still not much used to handle



Orthoware: Software Tool for Image Based Architectural Photogrammetry 33

3D documents but they are very familiar with plans and maps
that they often demand as final products.

Orthoimages are a nice compromise between plans and 3D
models, which can make this transition more natural, and have
some of the best advantages from both sides. Orthoimages are
colourful, accurate, detailed and very objective. Are also easy to
show, understand and handle, and can overlay with maps and
plans. Often it even results easier to produce a high resolution
orthoimage first, and then drawing the plan by copying over it.

True-orthophotographs are digital images where every point of
the object is orthogonally projected with a strict pixel-level
accuracy. This is different from single plane ortho-rectification
or other approximate techniques, where the original photos are
simply corrected and projected to an idealized perfect plane that
do not exactly fits the shape of the object surface.

Generation of these true-orthophotographs is not very usual in
architecture till now due to some drawbacks of traditional
methods. Sometimes they are produced by differential
rectification, projecting original photographs onto a previously
known three-dimensional DSM (Dense Surface Model) which
could come from photogrammetry or from other sources (Tauch
and Wiedemann, 2004). As a high resolution orthoimage
requires a very dense model, this implies lots of work and that is
why usually laser scanner is preferred (Boccardo et al, 2002).
But this is a costly solution in terms of field work, and precision
of the final true-orthophoto depends on the quality and detail of
that intermediate DSM.

Some other photogrammetry software produces simple two-
dimensional projective transformations. But just a simple
rectification, or a mosaic from a small number of them, is
accurate only if the object or its parts are simple or flat and
shots are taken frontally enough, so that the displacement from
the real projection is small comparing to the pixel size on the
final representation. When using a single plane, these errors are
often evident in windows, doors or other areas far from the
idealized plane (Figure 1), but as real surfaces are never
completely flat, smaller errors are always present everywhere.

The next logical step to improve this method and produce still
approximate but better orthoimages of simple buildings
(Wiedemann et al, 2003), is to idealize or “model” the rough
shape of the real object by defining a simple 3D polygonal mesh
using a few 3D points on the object surface. This means
defining smaller additional planes for some details, like
windows or doors.

That is a extended practice for simple elements, but the problem
is that even the flattest real surface is not flat at all. Therefore it
may be acceptable when the object is simple and resolution
requirements are low, but as it increases the method becomes
impractical. When projecting more than one image onto the
mesh and onto the same orthogonal plane, they should look the
same. But they do not fit at all at high resolution. Smaller relief
differences from the mesh become quickly evident as projection
errors and the pseudo-orthoimage tend to look distorted. Also it
is not unique, depending on the original image used as source.

Figure 1: Simple fagade. Two plane rectified images.
Differences are evident at the window but smaller errors are
also present everywhere.

To deal with partial occlusions the process of composing a final
orthoimage from different source photographs is unavoidable
and it can be an unpleasant task if different projections do not
precisely match.

Additionally it is a non-trivial task for the user to choose a good
polygonal “model” that is both simple, to save working time,
and that reasonably fits to the real surfaces. It requires guessing
and accurately marking in advance the points that later will
define a good mesh. This is a blind process requiring user
experience and also takes time to process.

1.3 New graphic pipeline

Traditional photogrammetric work-flow can be summarized in
choosing several features (point, edges...) from one image and
looking for its homologue matches on other images. Then some
calculations, like image distortion correction, rotation,
projection and intersection, are used to obtain 3D coordinates
for each feature. This matching work is usually performed in the
space of the original photographs where perspective can make
the images look quite different for the user and also for
automatic algorithms.

A key concept in the design of this software tool is a novel
graphic interface that allows full interactivity and corrections or
refinements to be done at any time providing intuitive
diagnostics from partial results. This pipeline involves very
intensive calculations achieved through a software development
specific for GPU (Graphic Processing Unit), using OpenGL
(Open Graphics Library).

Great effort was put on optimization using custom algorithms to
handle images and matrices directly on the Graphics Processing
Unit that provides huge speed-up and the capacity to process all
visualization tasks in real time. Cross-correlation, orientation
and camera calibration also benefit from great performance
improvements and the user interface becomes very simple and
efficient.

2. METHODOLOGY

This software aims to fully cover the office work stage for
orthophoto production. The typical work-flow is as follows:

2.1 Image organization

Field work flexibility is very important. Despite the fact that
repeated visits to the site and extra field hours can become
expensive, it is often hard to plan and organize field
photography for large cultural heritage photogrammetric
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projects. Some shots have to be taken from improvised locations
due to limited access to some locations, variations in sun angle,
changing illumination from cloud covering, occlusions (people,
vegetation, vehicles...), etc.

We have designed a user interface allowing quick organization
of images, not just at the beginning of the office work, but also
early in the field being able to run on a mobile computer.

Figure 2: Desktop screen capture. Images are organized
according to a spatial pattern. A magnifier permits quick
inspection of details

This interface allows the user to just drag the images from disk
storage or any external photo-manager software, and drop them
into configurable virtual desktops. Once there, images can be
interactively placed according to any criteria of choice. For
instance, logical or physical organization of the project, number
of common homologue marks or image quality.

To avoid memory limitations but still ensure an agile response,
images that are not used for a while are automatically reduced,
freeing memory for the most recently used ones. They are still
promptly available in full resolution allowing quick zoom and
inspection. The remaining images are loaded on demand when
the user clicks on them. This was tested on an ordinary laptop
with up to 400 simultanecous 16 Megapixel images with no
apparent lag.

This manual organization (Figure 2) is just optional and in
simple projects it can be postponed for later, if ever needed.
Layouts can be multiple and as images are stored just once they
can be switched at any time instantly. Later on, when external
orientation parameters can be resolved, the provisional layout
can naturally evolve to the 3D physical view of the model and
camera locations (Figure 5).

2.2 Initial orientation

Once the project is roughly organized the next step requires the
user to focus on a small set of images at a time, conveniently
fitting in memory and working area, at full resolution.

Traditionally the next step would be calculating accurate
relative orientation and camera positions for each image, for
what a set of a few mark pairs of homologue features is needed.
Afterwards bundle adjustment will calculate external matrices
containing relative camera physical position and orientation for each
image, allowing 3D calculations henceforth.

Early orientation is important to quickly start a new project, but
the threshold of required pair marks starts from an absolute
minimum of 5-8 per image, depending on the algorithm
(Stewénius et al, 2006), but better 20, to handle possible
mismatches and obtain a good accuracy. This requirement can
consume a significant amount of time if the user has to fulfil it
manually.

For proper orientation, marking has to be accurate and cover the
images fully. Thus it is required either to navigate at full
resolution or use a magnifier tool looking for features. This
means constantly jumping between different places when there
are still no helpers or constraints like epipolar lines. Often users
tend to become “lazy” and avoid adding convenient or
necessary new images or marks to an existing project.

This working time is reduced using a fast interface with high
refresh rates. But properly choosing and marking these features
is still a non-trivial task, requiring user experience and some
trial and error. High contrast stickers or natural stains in flat
surfaces are easy, unequivocal and accurate marks for
orientation purposes, but may be of little interest to describe
object geometry. Marks at edges are useful to properly model
objects, but look quite different when camera convergence
angle is high or if the objects are eroded. Users tend too to mark
“on the air” introducing systematic bad correspondences on
them, thus they should not be used for orientation.

In this software an automatic marking algorithm finds at first a
few hundreds of good candidate features on each image,
according to KLT feature tracker (Lucas and Kanade, 1981).
Then, they are cross-correlated to find homologue matches in
other images. Best relative orientation for each pair of images is
determined using RANSAC algorithm (RANdom Sample
Consensus, Fischler y Bolles, 1981) to discard false
correspondences and determine a good set of a few homologies
in short computation time (Tomasi and Kanade, 1991; Shi and
Tomasi, 1994). When found these pairs are usually very
accurate (1-2 pixel or better, according to our sample projects).

When a new image is first loaded, in some cases this algorithm
can automatically obtain at least a dozen pairs of common
features between other already oriented images. Then bundle-
adjustment can establish a good initial external orientation for
the new photographs with little or no user intervention at all.

If this method fails to provide the minimum of good pairs, this
is easily detected in blending mode (Figure 3). Then the user
might need to manually add or revise just some of them.
Meanwhile, camera matrices are simply interpolated, just in
case everything else fails. Right when each photograph is
loaded for the first time, it is provisionally assigned with a “best
guess” orientation matrix. It is obtained by interpolation from
other matrices, based on the placement in the desktop working
area provided by the user, i.e. if the user places the new image
right between two already oriented images. This may look a too
rough approximation, but the resulting matrix is often just good
enough to proceed to next stages; automatic orientation or even
image matching (described later).

2.3 Accuracy on orientation and calibration

Once there are enough marks, orientation is calculated “for
real”, but usually still roughly. When 20 marks are available,
matrices are better defined, but there is not a clear limit. More
than a hundred marks produce even more reliable orientation,
and even better if pairs become triplets, quadruplets, and so on.
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This illustrates that all relative orientation matrices are, by
nature, always provisional approximations to some degree,
constructed by weighting redundant (or as seen, even
insufficient) marks. Consequently those matrices can be refined
at any time when more homologue marks are available.

Figure 3: Portada de San Vicente. Two original images blended
and overlapped for inspection. White segments join found mark
pairs

Further 3D calculation such as ray intersection or image
projection will greatly depend on the accuracy of these matrices,
and also from camera internal model (calibration). Both
orientation and calibration depend on the number of marks, their
distribution over the images and object, and their accuracy.
Obviously the more homologue marks, the better.

Regarding accuracy, it may look compulsory to do marking
process into the original image coordinate space, as doing so on
other spaces might lead to error accumulations. But as seen
next, it is perfectly possible and rigorously accurate to continue
marking homologies on other more convenient spaces, even
without reliable orientation or calibration yet.

2.4 Graphic pipeline redesign

Our design and development depends on accelerated graphic
library (OpenGL) to perform all point transformations in real
time, including lens distortion correction and projection. For
each pixel shown on the screen, many times per second and
over multiple images pixels are blended at the same time. This
high performance pipeline provides a few novel unique features.

Unlike in most other photogrammetry software, instead of
working only into original image spaces, we can instantly
switch at any time to show, navigate and mark points in other
more convenient planar spaces, i.e. a rectified image space
where lens distortion was removed showing straight epipolar
lines, or an approximate object plane space in a fictitious
surface near the object, or even the final orthophoto space.

Any update on camera orientation or internal calibration is
instantly reflected in every mark feature and in every pixel
shown on the screen. Although external orientation, principal
point and lens distortion parameters may still be rough
approximations, and therefore coordinates in new spaces will
not be very accurate (Mayer, 2003), this will not pose a problem
to continue working rigorously.

When new homologies are marked by the user or by any image
algorithm, in any of the available working spaces, their

coordinates are seamlessly traced to original image space
coordinates, and stored there. Even if the projection is not exact
and if the image looks distorted the marking is surely where the
user intended. These new marks will provide progressive
refinements of rough camera and object model, until the desired
accuracy is achieved.

The pipeline also provides a very intuitive and straightforward
diagnostic method for the consistence of orientation, marking
and disparity. The graphic system allows accurately overlapping
and blending any set of images, changing their transparency in
real time using the mouse, or switching them to front or back
instantly. It is then evident at a glimpse where images match
precisely and where not (Figure 4).

Figure 4: Two images blended on working plane space. Doors
define the plane hence looks sharper. Parts away from the plane
look blurrier

2.5 Working planes

Instead of working onto original image spaces, we found out
that working onto other intermediate planes or onto the final
orthoimage plane makes processing easy, robust, more accurate
and faster, both for the user and for automatic algorithms.

The user starts by just roughly choosing arbitrary but
convenient working planes, i.e., the main fagade. Original
images are projected instantly onto that plane and two or more
images can be blended. For clarity, this procedure is
recommended for inclinations just up to 45 degrees from the
working space, choosing a perpendicular working plane for the
rest, but still works fine for greater inclinations. Anyway the
plane can be switched at any time.

This way the user can notice in a very intuitive way which areas
fit better onto that plane, and where the images do not exactly
match in blending. Some features appear displaced in different
positions, becoming their disparities naturally evident. This
projection can be quite good for quasi-flat surfaces, but very
rough approximation for others. In a further step we can define
a more detailed mesh over this surface to fit it better.

The working plane also allows the minimum user effort through
defining new nodes in the mesh only where seem to be needed,
and provides an immediate and clear idea of how intermediate
progress adjust and what has to be added or corrected next.
Matching algorithms that search for homologies can also take
advantage in these spaces by using smaller search windows,
becoming way simpler and faster.
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2.6 Marking in blending mode

Marking new homologue points pairs is a very easy and quick
task to accomplish in “blending mode” onto a working plane
where two or more images are shown overlapped. Unlike when
marking pairs into separate images, where is easy to loose the
track, here the user can quickly navigate and zoom at full
resolution through both images synchronized.

In the chosen sample (Figure 4 and 5) the wooden doors look
already sharp, meaning that they are very close to the chosen
working plane. If convenient this is the best moment to quickly
mark several pairs over them, with single mouse clicks for both
marks in each pair (see doors in Figure 6)

If the blended image looks a bit blurry at some area, this means
it is required just a small adjustment. Instead of moving the
cursor, optionally one of the images can be slightly displaced
until the area looks sharp again. This action is equivalent to
switch to new parallel working planes and allows marking of
new points at different heights. The displacement is recorded
hence just releasing the mouse button creates the complete pair.

As the cursor has to travel very small distances, it is fast and
intuitive to find and mark several homologies avoiding jumps
between images. Using this method marking manually hundreds
or thousands of points can take just a few minutes. We
experienced marking rates of up to 1000 pairs of marks in less
than 15 minutes.

2.7 Mesh creation

Next step to improve the adjustment is to create a polygonal
mesh that approximately models the object. In this sample
(Figure 6) the right part of the object shows a simple mesh with
25 marks, created in less than one minute in blending mode.
This mesh is simple, but by far enough to proceed to the next
stages. The left part is intentionally unadjusted for illustration
purposes. In blending both images look blurry in that area
making evident for the user the need for better adjustment.

Figure 5: 3D view of the working plane used and relief errors

Instead of projecting both blended images into a well defined
three-dimensional single plane, there is an alternate short-cut.
Using the mesh, one image can be interactively shown
“deformed” until it matches another. This has the advantage of
being possible even when there is no orientation information at
all and with a provisional 3D plane.

Using the deformation mesh there is not too large difference
between cameras being calibrated or not, or if the features used

to orientate are not accurately located at first. It is simply
enough that the mesh makes the two images to visually “match”
in the areas of interest. If they do, the nodes of the mesh are new
pairs, accurate and reliable as they are tracked back to original
coordinates.

Figure 6: Mesh used. Left columns are roughly modelled by a
flat mesh with no interior marks. Right side uses a mesh with
just 25 points

This is a robust method, largely tolerant to errors. It provides a
natural way to diagnose errors by simply watching closely areas
where two or more images does not fit or look blurry. New
homologies and/or new mesh nodes are created right where they
are more necessary, reducing to a minimum the number of nodes.

In each step as more homologies become available they can be
used to refine orientation and calibration, which in turn finally
will refine projection for marking the next pairs. The user can
decide to finish the process at any time depending on the
immediate feedback seen on the resulting projection images in
the orthoimage plane or in 3D view. When different images
already match to the desired accuracy, no more work is
necessary (Figure 7). Even if every mark is marked manually,
the process takes the minimum working time.

Figure 7: OpenGL "near orthophoto" 3D view. Geometrical
depth noise is less noticeable in this view therefore
the mesh is adequate

2.8 Disparity map

For simple elements, former steps may be enough to produce
good quality orthoimages and even simple but nice 3D models,
but further steps are needed to reach pixel level accuracy when
surfaces are complex and very detailed.
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After images already roughly match in the working space, a fine
detail disparity map is calculated using image correlation
(Figure 8). This map provides the remaining small corrections
and produces millions of new homologue points with some
noise that is filtered later. Again some of these marks, the more
reliable of them according to image structure, level of
correlation and epipolar constraints can be used later to refine
and update orientation and calibration.

Figure 8: Fine detail disparity map (without filtering noise). Left
part still requires just a few more manual marks
to improve the mesh

The algorithm developed is a variation of the pyramidal
correlation approach, with small search windows, optimized for
parallel processing with a filling rate of 2-3 seconds per million
points to provide immediate feedback and unconstrained to deal
with projection errors. A sample of this map is shown unfiltered
in Figure 9, where the reference working plane corresponds to
the doors. Dark means low disparity, i.e. the area is more or less
near the working plane, and bright means that is far from it.
This information is closely related to relief as appreciated in the
image hence it is easy to detect failure areas.

Image B can be corrected by this map and projected into other
image space A producing a synthetic image SBA (Figure 9).
Overlapping images A and SBA the matching is evident.
Switching them is an immediate visual test of the quality of the
map as errors are easily noticeable as residual displacements.

Figure 9: Synthetic image SBA from disparity map. Overlaps
almost exactly with image A, but image information comes
from image B

2.9 Orthoimage space and 3D model

After filtering and adjusting, the two original images are finally
re-projected onto the real orthophoto plane (or 3D model),
transparently computing intermediate corrections on working
plane, mesh and fine detail disparity. Eventually, the two
imagery match together providing a validated portion of the
final orthophoto.

Figure 10 shows a coloured 3D point cloud, similar to those
obtained from laser scanner, but just from the disparity map of
the two images. It is shown unfiltered and unconstrained just for
demonstration. Geometrical noise is evident in some areas and
the cloud is sparse. Of course, filtering the cloud greatly reduces
some of this noise and it is also possible to mesh the cloud and
form a dense surface model (DSM) and even join multiple
portions to increase coverage. These are well known issues in
laser-scanning, out of the scope of this paper.

Traditionally each point in the images would be projected onto
the DSM and then projected again onto the chosen orthogonal
plane. The quality of these calculations depends critically on
good camera calibration and orientation, accuracy in marking
and good reconstruction of the 3D points and also a correct
definition of the orthogonal plane, that in turn usually depends
on everything else. Also a 3D model can be seen from any
angle, therefore the mesh has also to deal with occlusions and
coverage. Joining portions require seamlessly mixing the
“textures” and usually reducing the model back to a reasonable
amount of polygons. This is a complex process consuming
memory, processing and user time and requires specialization.
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Figure 10: Unfiltered and unconstrained
3D disparity point cloud

But if the goal is just to produce true orthoimage instead 3D,
production of that error prone detailed intermediate DSM is
somewhat unnecessary. We can again take a short-cut and
directly project the images right onto the orthogonal plane as
soon as it is first defined by a few marks. This projection is not
planar, it requires some 3D corrections that can be calculated
right from disparities by means of a GLSL “shader”.

Again switching from different source images in blending
mode, if they already match means that the deformation model
fits with the orthogonal plane re-projection and thus any of the
projected images is already a perfect orthoimage in that area.
On blurry areas because on the relief, the 2D mesh can be used
again to interactively distort one image into another until fitting.
This can be converted to a soft disparity map used as starting
point for next correlation levels, improving matching.

2.10 Final image composition

To produce final high-quality orthophotos for printing, former
operations must be repeated using different pairs of images to
deal with coverage, occlusions or shading problems. Each of
this partial orthoimages constitutes a different image layer to be
exported to image processing software reducing to 2D image
processing from there on.

Those layers partially overlap and match precisely onto the
orthoimage plane, thus the task reduces to trim evidently wrong
areas, revealing the next layer, and perform radiometric
equalization. If there is more than one image covering the same
area (and this is usual in a photogrammetric record) it does not
matter metrically which one is used as source for the final
orthoimage rasterization. The choice can be done according to
visual image quality factors or based on additional layers such
as depth, disparity or image structure. It is planned to use
texture blending from viewing angle and image resolution in
model space (Petsa et al 2007).

Regardless of the working spaces, each layer is rasterized
oversampled onto the orthophoto plane just once, at the desired
resolution, using the same raster pipeline and directly back from
the original images with no intermediate rasterizations. If
original images on disk are processed in any way (re-sampled,
colour adjusted, etc.) a new rasterization takes just a few
seconds to be reload.

3. SOFTWARE AND HARDWARE
3.1 Graphic pipeline design

Orthoimages suitable for large-format printing are digital
images requiring a resolution of 150-250 pixel/inch (Figure 11).
For the software to be interactive, this typically means
managing 2-4 overlapped semi-transparent several mega-pixel
images, that have to be real-time refreshed on the screen. Every
single pixel has to be corrected from lens distortion and
perspective, and displaced to match its homologue on the other
photographs.

For a good design it is critical that the whole image
transformation is calculated in less than a fraction of second and
repeating for more than one image at the same time.

Figure 11: Printing quality final orthoimage, seamlessly
composed from five different layers after radiometric
equalization

Being performance so important, all photogrammetric and
geometrical algorithms have been first prototyped, tested and
rewritten in C++ with performance in mind, using a
combination of central processing unit (CPU) and the
specialized graphics processing unit (GPU).

Drawing two overlapped mega-pixel images on the screen with
all the required processing steps from original image to true
orthoimage projection requires, for every single pixel:

Lens distortion elimination (non-linear).
Projective transformation.

Mesh intersection.

Fine disparity corrections.

Projection onto final orthoimage plane.

nhwb =

Drawing so high resolution images is not an easy task even if
they were just directly displayed, but it is even harder if this
kind of intermediate 3D processing is needed. Graphics card
acceleration is obtained using OpenGL and GLSL.
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OpenGL (Open Graphics Library) is a standard multi-platform
library for 2D and 3D graphics developed by Silicon Graphics.
The library offers the ability of GPU (Graphic Processing Unit)
programming with the GLSL language (OpenGL Shading
Language).

For critical tasks, our choice was to use the GPU (Graphic
Processing Unit) located in the modern graphic cards. They can
process several pixels (16 to 180) in parallel at the same time. It
is also a 4D vector processing unit, making many vector
operations naturally in one "clock step".

3.2 Interactivity

In general, graphics applications work in an iterative loading-
processing-loading procedure. The images need to be first
loaded in system memory and moved to video memory to be
shown on the screen using the graphics library with hardware
acceleration. The movement is slow and duplicates memory
usage. Then calculations are performed in CPU in a pixel by
pixel sequence. This process is very slow because the CPU is
not optimized for pixel (image) calculations. Finally, the
resulting image data has to be moved again to video memory
using Windows GDI (Graphics Device Library) so the user can
see the resulting transformation.

The solution for efficient real-time graphics transformations is
programmable hardware GPU. This new approach offers the
ability to process all the calculations in the graphics card,
accessing the video memory directly. Furthermore, the GPU is
designed specifically to work with images and algebraic
calculations, so many of the vector and matrix operations
become native, and it also has a concurrent and parallelized
design which provides the ability to perform the operations in
many pixels at the same time. With this GPU approach it is
possible to avoid the load-process-load stages, because only one
initial load is needed.

Combined with the specific design of the GPU for working with
images and algebraic calculations, our initial tests showed
speed-ups of 1000x in processing time on consumer grade
(100€) graphics card (NVidia Geforce 8500).

Another fact for using a GPU system for the project, is the rapid
evolution that this kind of hardware is experiencing, provided
by the video-game industry. Due to it, GPU are evolving more
quickly than CPU processing.

Other more complex algorithms like disparity calculations are
still being tested in CPU before being ported to GPU. To keep
interactivity the application runs this kind of calculations in
background avoiding to stall the program interface (the
hourglass cursor that other programs show when they are
processing) thus the user can continue working. When it
finishes, results are shown immediately on the screen.

4. CONCLUSIONS

This paper shows some early results on high interactive true
ortho-imagery reducing user intervention to a minimum.
Orthoware is a very easy to use computer program capable of
fully processing a total of several billion (10°) points per second
in a conventional computer system. This is just departing from
photographs taken with ordinary digital cameras in affordable
field work. Office production time may reduce to a few hours
(or even minutes) instead of weeks. Accuracy is self-evident in

form of blurry areas that are easy to correct just by making
small adjustments until they become clearer.

Orthoware comes out after several years of software
development, bearing in mind commercial production. The
novel characteristics of its interface are only possible thanks to
the standardization of recent affordable high performance
graphics systems for video-games industry.

At the time of writing this paper, the software and the
methodology are still in development, being tested in parallel
with data coming from current production projects that are
being executed. This development will simplify the overall
production of high quality orthoimages in the field of
architecture, opening new ways for non-specialized users and
helping to successfully consolidate ortho-imagery in cultural
heritage documentation.
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ABSTRACT:

Digital orthophotography has been a powerful tool for large scale geometric documentation of monuments for over a decade. It
conveys quantitative, i.e. metric, as well as qualitative information, so valuable for the integrated restoration studies. However,
several factors prevent the smooth implementation of commercially available software for the production of digital orthophotos. This
implies that the Geometric Recording of Monuments at large scale, i.e. larger than 1:100, presents several difficulties and
peculiarities, which call for special attention by the users. The extremely high number of points produced using Terrestrial Laser
Scanners on the object’s surface, which replaces the need for producing the Digital Object Models (DOM’s) from carefully taken
stereopairs, may be suitably exploited to free the user from severe constraints in positioning the camera. In this paper a novel and
simple method developed for the production of orthophotography at large scales is described and assessed. This method successfully
produces orthophotos at large scales using a point cloud and freely taken pictures of the object, thus achieving two goals. Firstly the
user may work independently from the practical constraints imposed by the commercially available software and secondly there is no
need for specialized knowledge for implementing complicated photogrammetric techniques, or specialized photogrammetric or pre-
calibrated cameras, since self-calibration may take place, thus making the method attractive to non-photogrammetrists. The described
algorithm has been implemented using open source software and is released under the terms of the GNU General Public License
(GPL) in order to enhance its wide applicability, its low cost and its flexibility, as modifications may be possible by third parties
according to future needs. The algorithm has been applied to a couple of cases of geometric monument documentation with
impressively promising results. A thorough test has been performed using several check points and the results are presented and

discussed.

1. INTRODUCTION
1.1 Orthophotography

The photogrammetric textured representations, using mainly
orthophotomosaics, have been proved to be powerful products
of documentation as they combine both geometric accuracy and
visual detail. They convey quantitative, i.e. metric, as well as
qualitative information, so valuable for the integrated
restoration studies. However, there is still an unsolved problem
with the complete orthoprojection of complex objects though, as
the description of the analytical shape of the object cannot
always be accurate, especially in areas where points with the
same planimetric coordinates show different heights. Regular
grids integrated by break-lines and DSMs (Digital Surface
Models) are the most popular and investigated solutions used to
build-up a mathematical shape description of such an object. In
both cases complex algorithms and expensive computation
times must be used before and during the orthophoto
production.

Although their production has already reached a high level of
maturity as far as aerial images are concerned, for the
Geometric Recording of Monuments at large scale, i.e. larger
than 1:100, it presents several difficulties and peculiarities,
which call for special attention by the users. Consequently,
orthophotography is not yet fully accepted by the user
community for applications related to geometric documentation
of cultural heritage monuments. Architects and archaeologists
are still reluctant to concede working with orthophotographs
instead of the traditional vector line drawings. As a consequence
orthophotography usually is not included in the standard
specifications of the geometric recording of monuments. The

situation is becoming worse due to the need for special
instruction for planning and executing the photographic
coverage to face the problems of orthophoto production for the
monuments at large scales (i.e. >1:100). The major of such
problems are (Mavromati et al., 2002a, 2002b and 2003): (1)
Large elevation differences compared to distances between the
camera and the object, (2) Presence of “vertical” surfaces, i.e.
surfaces parallel to the camera axis, (3) Convergence of camera
axes, often due to space limitations, (4) Failure of automatic
DTM (Digital Terrain Model) production, as all available
commercial algorithms are tailored to aerial images, (5)
Necessity for large number of stereomodels in order to
minimize occluded areas, (6) Difficulty of surveying convex
objects.

For the first two problems special measures should be taken
during both field work and processing of the data. They are the
main source of practically most difficulties encountered in
producing orthophotographs and the relevant mosaics. The
elevation differences call for elaborate description of the
object’s surface, in order to allow for the orthophotography
algorithm to produce accurate and reliable products. Usually,
problems due to the image central projection and the relief of
the object (e.g. occlusions or complex surface) can be solved by
acquiring multiple photographs from many points of view. This
may be compared to the true orthophoto production for urban
areas (Baletti et al, 2003). However, processing can be
seriously delayed for DTM generation requiring possibly
intensive manual interaction or even a complete failure to
produce a reliable model.
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1.2 Terrestrial Laser Scanning

The production of orthophotographs presents even more special
problems, as it usually is a case of a highly demanding true
orthophoto. Special techniques have been proposed in the past
to address these problems in the best possible way. However no
clearly defined solution to the above has been implemented.
Terrestrial laser scanning techniques have helped the situation a
lot, as they are able to provide a more detailed description of the
object’s surface, a fact which contributes to a more successful
implementation of traditional orthophoto production algorithms.
However, even this solution is by no means complete, as it
imposes limitations to the orientation of the stereopairs, the
position of the projective planes for the final orthophoto and, of
course, to the completeness of the final product.

The appearance of terrestrial laser scanning has already shown
promising contribution in overcoming such problems (e.g.
Barber et al., 2002; Bitelli et al., 2002; Drap et al., 2003; Guidi
et al.,, 2002) and also confronting other similar applications
(Baletti & Guerra, 2002). The volume of points and high
sampling frequency of laser scanning offers a great density of
spatial information. For this reason there is enormous potential
for use of this technology in applications where such dense data
sets could provide an optimal surface description for
applications of archaeological and architectural recordings.

The recently published literature has shown that in many
cultural heritage applications the combination of digital
photogrammetry and terrestrial laser scanning can supplement
each other in creating high-quality 2D and 3D presentations.
Specifically, laser scanning can produce the dense 3D point-
cloud data that is required to create high resolution dense DSM
for orthophoto generation and can be considered the optimal
solution for a correct and complete 3D description of the shape
of a complex object. However, a correct DSM cannot always
guarantee the generation of accurate orthophotos or even
acceptable photorealistic images. This is due to a number of
problems such as the perspective deformations of an image and
the relief of the object (i.e. occlusions). When stereopairs are
taken with a certain inclination of the optical axis it can result to
a different ground resolution over the image and the effect of tilt
on the image geometry can cause distortions in the resulted
orthophoto. In order to maintain the visualisation effect and
have photorealistic models, it is possible to supplement the
distorted areas of the orthophoto by texture mapping using both
the image and laser data. The extremely high number of points
produced using Terrestrial Laser Scanners on the object’s
surface, which replaces the need for producing the Digital
Object Models (DOM’s) from carefully taken stereopairs, may
be suitably exploited to free the user from severe constraints in
positioning the camera. Thus a procedure is sought to combine
TLS point clouds and freely taken photography for the
production of orthophotos at large scales.

2. METHODOLOGY
2.1 Previous Efforts

The method is based on a previously reported idea
(Georgopoulos et al., 2005) of thoroughly and suitably
colouring the available point cloud. In this paper the idea of
producing an orthophoto by projecting a coloured -extended-
point cloud was firstly reported. However in that case the point
cloud was produced by stereophotogrammetric techniques,
which increased tediousness and time necessary.

Another similar approach is the creation of a coloured 3D model
comprised of triangular elementary surfaces. These are created
through a Delaunay triangulation of a point cloud using the
colour from a digital camera rigidly attached to the scanner,
thus saving the necessity of performing orientations. Such
attempts have already been reported (Dold and Brenner, 2006,
Abmayr et al., 2004, Reulke et al., 2006) and led to
manufacturing such devices, mainly the series LMS-Z by Riegl
company (http://www.riegl.com/).

Colouring TIN (Triangular Irregular Network) 3D models from
digital images irrespective of their orientation or source have
also been attempted (Brumana et al., 2005), in which case the
Direct Linear Transformation (DLT) was employed. As an
extension to this, more images may be used for picking the right
colour, through a series of selection procedures
(Grammatikopoulos et al., 2004). This helps avoid selecting the
wrong colour for occluded areas (Abdelhafiz and Niemeier,
20006).

Finally in the stage of experimental development is a
revolutionary device, which combines information from a laser
scanner and a digital camera through a common optical centre
(Seidl et al., 2006). Such a device, when operational will be able
to produce coloured point clouds without the necessity of any
processing.

2.2 Description of the Developed Method

The developed algorithm includes the determination of the
interior and exterior orientation of the image, the
correspondence of the colour information from the image to the
points of the cloud and, finally the projection of the coloured
points onto the desired plane. It is obvious that no rigorous
photogrammetric setup is necessary for the image acquisition
phase. Contrary to the conventional procedure, where image
tilts are of utmost importance for the quality of the final
product, they play no significant role in this present case. The
final projection plane may be defined at will, thus enabling the
production of a multitude of orthophotos from the same point
cloud.

Thus the presuppositions of the method are at least a point
cloud, with suitable point density, and a digital image of the
object. The algorithm firstly relates geometrically the image to
the point cloud making use either of characteristic points
recognized in both data sets, or pre-marked targets. A self
calibration of the camera may also be performed at this stage if
required, as a metric camera may not always be available. Then
the algorithm assigns a colour value to each point, through a
careful selection process, in order to avoid double projections,
or projection and colouring of hidden points. After the point
cloud has been coloured, a suitable projection plane and the size
of the pixel of the final orthophoto are defined. Projection of the
coloured points on the plane results in assigning colour values
to each orthophoto pixel, through a suitable interpolation
process. In the case that the initial density of the point cloud
does not suffice for the production of a perfectly continuous
orthophotography at the desirable scale, black pixels may
appear in the resulting image. A basic hole-filling algorithm has
been implemented in order to handle and compensate the colour
for those pixels by interpolating through the neighboring pixels’
colour values. In this way the final orthophotography is
produced. It is obvious that the orientation of the projection
plane may be defined at will, independently from the orientation
of the camera axis, or axes in the case of more pictures
available, since the orthophotography is derived from the
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projection of the point cloud rather than the differential
transformation of the initial image as is the case in the
traditional photogrammetric method. This allows for the
production of multiple orthophotographs projected onto
different planes without the need for a dedicated image or image
pair for each projection plane (Georgopoulos & Natsis 2008).

3. DEVELOPMENT OF ALGORITHM
3.1 Open Source Software

The above described algorithm has been implemented using
open source software and is released under the terms of the
GNU General Public License (GPL) in order to enhance its
wide applicability, its low cost and its flexibility, as
modifications may be possible by third parties according to
future needs. The algorithm has been applied to a couple of
cases of geometric monument documentation with impressively
promising results. A thorough test has been performed using
several check points and the results are presented and discussed.

The algorithm has been developed mainly in the object oriented
C++ programming language (http://zpr.sourceforge.net/), using
at the same time ANSI C elements. The whole application was
written within the (IDE) Code::Blocks open code environment.
Finally the following open source libraries were also used: (a)
GNU  Scientific Language (GSL) for the necessary
mathematical operations (http://www.gnu.org/software/gsl/) (b)
OpenCV, distributed by Intel and used mainly for machine
vision applications (http://opencvlibrary.sourceforge.net/) and
(c) GetPot, a simple library for parametrizing the execution of
the algorithm (http://getpot.sourceforge.net/).

3.2 Description of basic steps

As already mentioned, the current approach follows a somewhat
different course than the conventional one. The orthophoto is
produced through the orthogonal projection of a suitably
coloured point cloud. Hence the space relation between the
initial point cloud and the available digital image should firstly
be determined, in order for the individual points to be assigned a
colour value. The basic steps of the algorithm are (Figure 1):

Determination of image and point cloud orientation
Point cloud colouring by relating points to pixels
Selection of projection plane

Coloured point cloud rotation

Point visibility classification depending on their
distance from projection plane

e Hole filling on the resulting orthophoto

3.2.1 Data Entry
The necessary data for the execution of the algorithm are briefly
described in the following:

The point cloud

Every point is described by a triplet of space co-ordinates (X, Y,
Z) and another triplet (R, G, B) determining the colour. The
description may be augmented by a point name, or an intensity
value as recorded by the laser scanner. For enabling the various
modules to work together the point cloud is stored in an ASCII
format (Figure 2), which may result to large files. A suitably
selected binary format would certainly improve the efficiency.
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Figure 1: The flow of the basic algorithm
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